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Abstract— In body sensor networks, the need to brace sensing
devices firmly to the body raises a fundamental barrier to
usability. In this paper, we examine the effects of sensing from
devices that do not face this mounting limitation. With sensors
integrated into common pieces of clothing, we demonstrate
that signals in such free-mode body sensor networks are
contaminated heavily with motion artifacts leading to mean
signal-to-noise ratios (SNRs) as low as -12 dB. Further, we show
that motion artifacts at these SNR levels reduce the F1-score of
a state-of-the-art algorithm for human-activity recognition by
up to 77.1%. In order to mitigate these artifacts, we evaluate
the use of statistical (Kalman Filters) and data-driven (Neural
Networks) techniques. We show that well-designed methods of
representing IMU data with deep neural networks can increase
SNRs in free-mode body-sensor networks from -12 dB to +18.2
dB and, as a result, improve the F1-score of recognizing gestures
by 14.4% and locomotion activities by 55.3%.

I. Introduction

In traditional body-sensor networks (BSNs), sensors are at-
tached to the body with straps or snugly fitting (often custom)
pieces of clothing [1], [2]. We refer to such settings as
constrained BSNs (cBSNs). Although cBSNs have enabled
several useful applications, their deployment restrictions pose
a usability barrier that potentially precludes their utility
in many more scenarios like long-term gait tracking and
performance measurement in the wild [3]–[5]. In this paper,
we investigate a completely different approach where sensors
are not tightly coupled with the human body but instead are
allowed to move freely within a certain range in space, while
still sensing useful information from the original intended
location on the human body. We refer to such settings as free-
mode body-sensor networks (fmBSNs). The top part of Fig. 1
illustrates the difference between these settings; sensors are
strapped tightly to the body in the cBSN, while they are
integrated into regular garments in the fmBSN.

An important characteristic of fmBSNs is the presence of
large motion artifacts. Signals in fmBSNs tend to be heavily
contaminated with artifacts because of the additional degrees
of mechanical freedom available to the sensors. Although
several studies have shown the presence of motion artifacts
even in cBSNs, their severity is much lower than in fmBSNs
while errors from measurement and transmission of sensor
data remain the primary sources of noise [6]–[8]. The bottom
part of Fig. 1 corroborates this point. It shows the distribution
of SNRs in half-second observation windows between data
that were simultaneously measured from a cBSN and an
fmBSN at different locations on the body. From the figure,
we see that SNRs in fmBSNs can be as low as -64 dB,
mean inter-quartile range (IQR) of -12 to 13.2 dB, posing a
challenge to subsequent processing algorithms.

Free-mode
BSN

Conotrained
BSN

Fig. 1. Free-mode BSNs differ from traditional constrained BSNs, allowing
sensors to move freely within a limited range in space. Thus, they comprise
heavy motion artifacts with mean SNRs as low at -12 dB. B: Back, H:
Hand, LA: Lower Arm, LL: Lower Leg, UA: Upper Arm, UL: Upper Leg.

In this paper, we study the use of fmBSNs in a specific ap-
plication and examine different strategies to mitigate motion
artifacts. In particular, we make the following contributions:

• We develop a data-driven approach based on a deconvo-
lutional sequence-to-sequence autoencoder (DSTSAE)
to alleviate motion artifacts in fmBSNs and show that
it outperforms traditional Kalman Filters; improves av-
erage SNRs by 11.92 dB more than Kalman Filters.

• We demonstrate the efficacy of DSTSAE by collecting
data from a practical fmBSN, where inertial motion
units (IMU) are integrated into a jacket-pant set. We
show that IMU data can be represented accurately with
DSTSAE, achieving a mean reconstruction SNR of 20.9
dB (corresponding to a mean-square error of 0.11).

• Using a state-of-the-art algorithm, deepConvLSTM
(DCLSTM), for human-activity recognition (HAR), we
show that DSTSAE-based pre-processing can enhance
HAR F1-scores in fmBSNs by up to 55.3%.

The rest of the paper is organized as follows. In Sec. II
we present background on DCLSTM and related work. In
Sec. III we propose the DSTSAE and its use in fmBSNs. In
Sec. IV we describe our experimental platform and present
results for HAR. Finally, we conclude in Sec. V.



C1: 64@
20x113

C2: 64@
16x113

C3: 64@
12x113

C4: 64@
8x113

L6: 128 
@8x1

L5: 128 
@8x1

D7: 
Nx1

Gestures Locomotion

F1-score (%) 90.81 87.04

Accuracy (%) 90.48 87.26

Training Loss | Epochs 0.43 | 140 0.63 | 140

Fig. 2. DCLSTM is a 7-layer neural-network used to recognize human
activities. Number of classes N is 18 (gestures) or 5 (locomotion).

II. DCLSTM and RelatedWork on FMBSNs

Fig. 2 shows a block diagram of the DCLSTM algorithm,
which was proposed recently for HAR [9]. It comprises
the following neural-network layers: 4 convolutional, 2
long-short-term memory (LSTM) and 1 fully-connected.
DCLSTM outperforms competing HAR algorithms by up to
9%, when applied to the Opportunity dataset [10], [11]. This
dataset includes recordings of naturalistic human activities
in a sensor-rich environment from a cBSN worn by several
subjects for a total of about 4 hours. Among the sensors
available, the authors in [9] utilized 113 channels: 3 channels
of accelerometer data from 12 locations, 9 channels of
IMU data from 5 locations and 16 channels from 2 sen-
sors measuring Euler orientations and angular velocity. The
resulting time-series data were processed by DCLSTM to
detect 17 gestures (18 including null class) and 4 locomotion
(5 including null class) activities. To account for the class
imbalance, F1 score was used to quantify performance. The
resulting baseline results are shown in Fig. 2. We adapt
DCLSTM to the case of fmBSNs and use it as a benchmark
to evaluate the performance of algorithms that are used to
remove motion artifacts.

To the best of our knowledge, there is little prior work
on characterizing motion artifacts in fmBSNs and their
impact on HAR. One related work is [12], where Kunze and
Lukowicz examine the difference between signals acquired
from the same sensor when it is placed at different locations
on the body (within the context of a cBSN). The authors
go on to propose the use of location-independent features
for classification, which on first blush is similar in spirit
to our approach of modeling IMU data with DSTSAE. The
placement issue has also been addressed by algorithms that
locate sensors on the body prior to data-processing [13]–
[15]. Unfortunately, none of these approaches mention how
to close the loop and feed this location information back to
the downstream data-processing algorithms. With DSTSAE,
we propose a principled way of representing data that in-
trinsically captures sensor-placement information and thus
transmits this knowledge to subsequent HAR algorithms.
Integrating sensors into garments has also been explored in
the literature. Again, only in the context of cBSNs [16]–[18].

III. Noise Resilient IMU RepresentationModel

The accuracy of DCLSTM suffers (19-77% drop at -12 dB
SNR) due to the complex nature of information in the IMU
data samples, which poses a challenge to building a robust
HAR algorithm. Thus, in this section, we explore an ap-
proach to more efficiently model IMU data. In particular, we
extract simpler, higher-level representations that are related
to some hidden underlying data-generation process. The key
insight is when IMU data is represented with these higher-
level features, it is more robust to motion artifacts when
compared to being represented in the time domain.

We know that IMU data can potentially be represented by
specific pieces of information like pose transitions in time,
sensor location on the body, limb-orientation patterns etc.

While there is some understanding of how these features are
related to the time-domain IMU samples, handcrafting a rel-
evant representation with these features remains a challenge.
Therefore, we try to approach this problem by modeling and
learning from data. In particular, we look at a probabilistic
generative model as follows:

pθ(x, z) = pθ(x|z) p(z) (1)

where likelihood pθ(x|z) quantifies how the observed IMU
samples x are related to some hidden random variable z,
while the prior p(z) quantifies what we know about z before
seeing any samples. Given this representation model, the
posterior pθ(z|x) can be used to infer z and find parameters
θ that maximize the marginalized likelihood pθ(x|z), which
along with p(x) is assumed to belong to a parametric family
of distributions.

By defining the prior distribution to be something simple
(much simpler than the time-domain IMU data distribution),
we ensure that z captures a more noise-robust representation.
Accordingly, we use a unit-Gaussian prior as follows:

p(z) = N(0, I) (2)

For the observation or decoder model, i.e., the likelihood
function pθ(x|z), we use

pθ(x|z) = N
(

µθ(z), σ2
θ(z) I

)

(3)

As in the variational auto-encoder (VAE) framework, we
represent the latent parameters, mean µθ(z) and variance
σ2
θ
(z), with a neural network [19]. Specifically, we propose to

use a stack of convolutional neural-network layers (Conv2D),
followed by a sequence of LSTM units. The intuition behind
this choice is that the wide-receptive fields in Conv2Ds
and connected storage cells in LSTMs capture the spatial
(e.g., location of active sensors and covariance between
different sensor types) and temporal (e.g., pose transitions)
relationships in the IMU data samples, respectively.

For the recognition or encoder model, we rely on the the-
ory of variational inference [20] to approximate the posterior
pθ(z|x) with a tractable auxiliary distribution as follows:

qφ(z|x) = N
(

µφ(x), σ2
φ(x)I
)

. (4)

Following an approach that is an inverse of the encoding
process, we use a sequence of LSTM units followed by a
stack of deconvolutional layers (Deconv2D) for the recog-
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Fig. 3. DSTSAE model robustly represents IMU data. Inset (on top) shows
segmented data in latent space for different gestures in the HAR problem.

nition model. We call the resulting end-to-end approach
as the deconvolutional sequence-to-sequence autoencoder
(DSTSAE). Fig. 3 shows an architectural block diagram of
DSTSAE. It also presents an illustration of some samples in
the 2D-latent space along with their dispersion characteristics
for different classes in the HAR recognition problem.

To train the parameters of DSTSAE, we use a weighted-
variant of the standard VAE loss function as follows:

L (θ, φ; x) = α · Eqφ(z|x)
[

log pθ(x|z)
]

−

(1 − α) · DKL

[

qφ(z|x)||p(z)
]

(5)

where α and (1 − α) are weights for the generative loss
(or reconstruction quality characterized by the expectation
term E[·]) and latent loss (or distribution similarity char-
acterized by the Kullback-Leibler divergence DKL[·]), re-
spectively. These terms allow us to trade the accuracy of
reconstructing IMU training data with the generalizability of
the signal model. Naturally, more generalizable the signal-
representation model, more robust it is to the presence of
motion artifacts. However, this comes at the cost of losing
fidelity with the training IMU data. Therefore it is important
to carefully balance these terms for maximum algorithmic
performance. We explore this trade-off and other design
challenges in an fmBSN for the HAR application next.

IV. Free-mode BSN for Human Activity Recognition

In this section, we describe the methodology that we used to
collect IMU data from a practical fmBSN and isolate motion-
artifact information. By injecting the isolated noise samples
into clean IMU data, we demonstrate that although HAR

accuracy degrades in the presence of motion artifacts, it is
improved substantially when the data is pre-processed by the
DSTSAE model.

A. Data collection Framework

For our experiments, we custom built a cBSN and an fmBSN.
In both of these, we collected data from IMU sensors at 12
locations on the body: RUA (right upper-arm), RLA (right
lower-arm), RH (right hand), H (hip), B(back), LUA (left
upper-arm), LLA (left lower-arm), LH (left hand), RLL (right
lower-leg), RUL (right upper-leg), RSHOE (right shoe) and
LSHOE (left shoe). These locations are representative of the
HAR dataset we use later on [11].

Free-mode BSN: Fig. 4(a) shows a jacket inside-out with
pockets sewn on the inside with ribbon fabric; we also used
a similarly modified pant but do not show it here due to
space constraints. We placed specially-calibrated and aligned
sensor rigs in these pockets to collect fmBSN data. The rig
comprised an IMU sensor (LSM9DS0), Bluetooth LE (BLE)
radio (nRF8001), micro-controller (ATmega32u4) and a 1200
mAH LiPo battery [21]–[23].

Constrained BSN: Fig. 4(b) shows the set up for cBSN.
We used Velcro straps on a compression shirt and pant set to
collect IMU data. The bottom and front sides of one strap are
shown in the lower part of the figure. The strap comprises
4 IMU sensors (for calibration, alignment and redundancy):
3 LSM9DSO IMUs and 1 MPU-9150 IMU [21], [24]. They
are connected to an I2C switch, TCA9548a [25], which is in
turn connected to an ATmega32u4 processor board clocked
at 16 MHz [23]. The micro-controller also recorded analog
signals from 2 surface EMG sensors (used to make sure of
body contact). The recorded signals were sent over a UART
interface to a BLE radio, nRF8001. All of these sensors were
sewn onto the Velcro strap with conductive-fabric thread. The
architectural block diagram of the fmBSN and cBSN sensor
platforms is shown in Fig. 4(b), with grayed out components
that are only found in the cBSN.

On-device Processing: Over the serial link, we collected
IMU data at a sampling rate of 100 Hz and accelerometer,
gyroscope and magnetometer scales of 8 gn, 8 Gauss and
500 degree-per-second, respectively. We also implemented
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Fig. 4. Data-collection platform: (a) fmBSN jacket with sensor rig, (b) cBSN Velcro strap and block diagram of sensing module, (c) gateway-processing
device with WiFi and BLE-connected Raspberry Pi 3. Data were simultaneously collected from fmBSN and cBSN via a parallel multi-threaded application.
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an anti-aliasing filter of 50 Hz bandwidth before digitization.
The collected IMU data were sent over a custom BLE
UART GATT service at GAPP timings of 20 (minimum
connection interval), 100 (maximum connection interval),
100 (advertising interval), and 30 (advertising timeout) ms;
enough to manage the required data bandwidth.

Gateway Processing: We used the gateway hardware
shown in Fig. 4(c) to aggregate sensor data that is streamed
over Bluetooth. The gateway comprised a Raspberry Pi 3,
where we developed a multi-threaded Python application
(based on the Linux BlueZ stack) to collect BLE data
simultaneously in parallel from all locations in the fmBSN
and cBSN. The logged data (including timestamps) was
thus accessed over a persistent SSH-screen session for post-
processing. Through the fmBSN, cBSN and gateway device,
we collected data samples over a course of five days from
one male adult subject for a total of nine hours. The adult
subject performed several pre-defined movements to stimu-
late characteristics of motion artifacts that arise in fmBSNs.
For part of the data collection, the subject also went about
doing routine (unspecified) activities in the wild.

Offline Post Processing: Fig. 5 shows the signal-
processing chain that we used to post-process IMU data.
All of the post-processing was done offline using a Python
application on a PC. First, for all signal channels (sensors
and locations on the body) we used timestamps from cBSN
and fmBSN to do sample alignment with simple delaying and
correlation of signal segments. Next, we dropped corrupted
packets and filled in missing BLE data-payload with linear
interpolation. We then used mean-absolute-deviation (MAD)
[median (|xi −median(xi)|)] to reject outliers followed by re-
sampling to 30 Hz (matching the Opportunity sampling rate)
and interpolation. Finally, we used the difference between
cBSN and fmBSN signals to extract motion artifact data. As
an aside, we also created a synthetic database of Gaussian
noise artifacts drawn from N(0, 1).

B. Experimental Results

Out of the 113 channels in the Opportunity dataset used
for HAR, we found that the level of artifacts in channels
corresponding to the locations RSHOE, LSHOE, LH and RH
were very small. Thus, we dropped these signal channels
and sampled motion artifacts from only the remaining 75
channels in the measured and synthetic artifact databases.
The measured SNR levels for this data (across 15-sample
windows) are shown in Fig. 1. Thus, we sampled these data
channels in chunks of 500 ms, scaled them to produce SNR

Fig. 6. DCLSTM fails to learn a meaningful model with multi-condition
training data, raising the need to learn efficient representations of IMU data.

levels of -24, -12, -6, 0, 6, 12, and 24 dB and added them to
clean HAR data. Similarly, we added Gaussian noise samples
to the Opportunity dataset for comparison.

We evaluated four approaches to removing motion arti-
facts: basic Kalman Filter (KF), Unscented Kalman Filter
(UKF), DSTSAE and DSTSAE without the LSTM layers
(called DAE). We built all algorithms in Python relying
on the inbuilt multi-processing and threading libraries. We
used Theano with Keras APIs for the neural networks. We
implemented these algorithms on a PC with 64 GB DDR4
RAM, 3 GHz 48-core 2× Intel Xeon CPUs, and an Nvidia
Titan X (Pascal) GPU with 12 GB DDR5 RAM and 3584
Cuda Cores running at 1.5 GHz.

For the DSTSAE, we used four Conv2D and four De-
Conv2D layers with ReLu activations and 32x5 kernels. On
the first and the last layers, we used a stride size of 4. We
used one stateless 64-unit LSTM layer each in the encoder
and the decoder along with dropout layers with a p-value of
0.5. We used RMSProp with parameters ρ=0.9 and ǫ=10−8.
We trained DSTSAE and DAE models with five different loss
weights in batch sizes of 1024 for 120 epochs. We also made
use of a weight-decay schedule and an early-stop callback
interrupt. For the KF, we processed data in 500 ms segments
and obtained transition and observation covariances by ap-
plying expectation-maximization to adjacent past segments.
We also estimated the initial state-covariance and mean from
these past segments. We set the transition and observation
offsets to zero. For the UKF, we only used static parameters:
transition, initial-state and observation covariances of 0.1 and
initial state mean of 0.
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across all noise conditions.



Fig. 8. IMU data-representation in the latent space with DSTSAE: On the
left is gestures (18 classes) and right is locomotion (5 classes).

Artifact characteristics matter. We processed the oppor-
tunity dataset in sliding-window sizes of 24-samples with
50% overlap. Using Theano and the Lasagne APIs, we
trained the baseline DCLSTM algorithm for 140 epochs
using RMSProp and 80% of the data corpus. The progression
in training loss for the gesture-recognition problem is shown
in Fig. 6. When presented with noisy IMU data (that included
measured artifacts), F1 score of DCLSTM dropped from
90.81% (clean data) to 89.13, 74.16 and 72.96% at SNRs
of 24, 6 and -12 dB, respectively. When tested with noisy
data of the Gaussian type, the drops were 90.21, 79.22 and
75.67% at the same SNR levels. This trend clearly shows that
the characteristics of noise matter when accounting for arti-
facts. Thus, the use of our carefully-designed experimental
setup in Section IV-A is justified.

Multi-condition training does not help. As one method
of dealing with noise in other signal-processing domains,
the recognition model is jointly trained on clean data that
is mixed up with noisy recordings at various SNR levels
[26]. This approach, called multi-condition training, does not
help in our case. As shown in Fig. 6, the DCLSTM network
fails to learn with multi-condition data (loss does not reduce
and converge). We tried tuning various parameters without
benefit (learning rates, RMSProp parameters, dropout and
L1 regularizations, constraining weight norms etc.). Thus,
we posit that the noisy data is too complex to learn from for
the capacity of network. Thus, we proceed to make use of
algorithms to remove motion artifacts.

Tuning the loss-weight parameter. We swept α in the
range 0-1, emphasizing the entropy and distribution losses
to various degrees in Eq. (5). F1 core results for the gesture-
recognition problem are shown in Fig. 8. We empirically find
that α = 0.25 gives consistently high performance (both for
locomotion and gesture-recognition). We thus pick this value
for the rest of our experiments.

Latent-space representation. As mentioned earlier, DST-
SAE allows us to represent IMU data efficiently with a com-
pact set of latent parameters, i.e., mean µθ(z) and variance
σ2
θ
(z) in Eq. (3). Fig. 8 illustrates this point further. On the

left is a visualization of the distribution of test data (20%
of the Opportunity data) for the 18 classes in the gesture-
recognition problem. Similarly, on the right side of the figure,
samples are shown categorized into 5 classes that are found
in the locomotion problem. The latent variables in DSTSAE
thus provide us with a compact representation of IMU data.
Before we present results that validate the robustness of
this representation against motion artifacts, we demonstrate
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Fig. 9. DSTSAE maintains high-fidelity in representing IMU data.

the accuracy of DSTSAE in reconstructing (or maintaining
fidelity with) clean IMU data.

DSTSAE represents IMU data with high fidelity. Fig. 9
shows the input-output SNR behavior of DSTSAE and com-
pares it against UKF. Even when the input signal has an SNR
of -24 dB (high degree of motion artifacts), DSTSAE cleans
it up, resulting in an output SNR of 17.13 dB. Although
not as effective as DSTSAE, UKF is also pretty useful in
removing artifacts. It enhances SNR to 6.4 dB when the
input signal is corrupted with artifacts at -24 dB. The next
important question is how does this improvement in SNR
(or efficiency in modeling IMU data) translate to a benefit
in HAR performance?

Impact of removing artifacts on HAR. Fig. 10 shows the
F1-score when DCLSTM is applied to denoised data obtained
via. the four approaches mentioned above. The two plots on
the left show results for Gaussian and measurement noise in
the gesture-recognition problem. We observe that DCLSM
(without any denoising), shown as a thick line, suffers heavily
in the presence of motion artifacts. Even at a good SNR
level of 24 dB, F1 score falls from the 90.81% baseline to
90.21% and 89.13% for Gaussian and measurement noises,
respectively. An interesting point to note here is that with
DSTSAE (and with DAE to some extent), performance is
consistently high at most SNR levels. This behavior relates
very well to the observed input-output SNR chart of Fig. 9,
where output SNR was consistently high at all input SNR
levels. These relationships clearly demonstrate the fact that
the benefit of DSTSAE (and DAE) is due to a better-
representation of not only the observed data but also the
underlying data-generation process. Further, the fact that
DSTSAE and DAE are unsupervised algorithms (with no
knowledge of class labels) and that they still provide end-
to-end algorithmic benefits, demonstrates how powerful and
robust representation models can be for IMU data. Similarly,
the F1 score results for the locomotion problem are shown
for the two noise types on the right side of Fig. 10. For this
problem type, vanilla KF often performs worse than noisy
data itself, which alludes to the fact that it may be introducing
additional artifacts than originally present in the noisy data
(esp. at higher SNR levels).

V. Conclusions

DSTSAE is an unsupervised representation-learning tech-
nique that can be used to efficiently model IMU data-
generation process in a latent space. Such a representa-
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Fig. 10. Any algorithm used to remove motion artifacts benefits the HAR performance. DSTAE outperforms most other approaches by a wide margin,
emphasizing the benefit of efficient feature modeling and representation learning in HAR.

tion provides robustness against motion artifacts and other
kinds of noise. Through a carefully-designed experimental
framework, we examined motion artifacts present in free-
mode body sensor networks and showed that indeed their
levels can be high and that they can hamper the performance
of subsequent algorithms for data processing. With human-
activity recognition as a use case example, we demonstrated
the benefits of using DSTSAE in removing motion artifacts.
We showed that pre-processing data to remove artifacts can
substantially benefit HAR algorithms and maintain their
performance levels even in the presence of large motion
artifacts. Although we conducted extensive experiments in
this paper, we recognize the fact that our data-collection
process needs to track artifacts over a longer term and with
a more diverse mix of subjects. Besides, an investigation of
the impact of DSTSAE on other downstream data-processing
algorithms (other than HAR) will truly validate the benefits
of representation learning. These latter points are some
limitations of this study that we hope to address in future
work.
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