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ABSTRACT

In this paper I argue that high-fidelity acoustic models have
important roles to play in robust speech recognition in face of
a multitude of variability ailing many current systems. The
discussion of high-fidelity acoustic modeling is posited in the
context of general statistical pattern recognition, in which the
probabilistic-modeling component that embeds partial, im-
perfect knowledge is the fundamental building block enabling
all other components including recognition error measure, de-
cision rule, and training criterion. Within the session’s theme
of acoustic modeling and robust speech recognition, I ad-
vance my argument using two concrete examples. First, an
acoustic-modeling framework which embeds the knowledge
of articulatory-like constraints is shown to be better able to
account for the speech variability arising from varying speak-
ing behavior (e.g., speaking rate and style) than without the
use of the constraints. This higher-fidelity acoustic model is
implemented in a multi-layer dynamic Bayesian network and
computer simulation results are presented. Second, the vari-
ability in the acoustically distorted speech under adverse envi-
ronments can be more precisely represented and more effec-
tively handled using the information about phase asynchrony
between the un-distorted speech and the mixing noise than
without using such information. This high-fidelity, phase-
sensitive acoustic distortion model is integrated into the same
multi-layer Bayesian network but at separate, causally related
layers from those representing the speaking-behavior vari-
ability. Related experimental results in the literature are re-
viewed, providing empirical support to the significant roles
that the phase-sensitive model plays in environment-robust
speech recognition.

Index Terms— acoustic modeling, noise robustness, speak-
ing behavior, variability, high fidelity, generative modeling,
phase asynchrony, dynamic Bayesian network

1. INTRODUCTION

Statistical pattern recognition, including modern methods in
automatic speech recognition (ASR), has been experiencing

The author thanks Hermann Ney, Alex Acero, Dong Yu, Jinyu Li, Jasha
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rized in this paper.

a long history of development. In virtually all useful appli-
cations of statistical pattern recognition (e.g., ASR, handwrit-
ing recognition, machine translation, image recognition, etc.),
the tasks are complex and difficult, for which no straightfor-
ward physical principles can easily provide satisfactory solu-
tions. As a result, researchers seek to use whatever reliable
and relevant sources of knowledge, albeit their imperfection,
to make the statistical decisions that are “optimal” given such
partial and possibly vague knowledge. The decisions often
come down to the minimization of specific types of decision
error measures; e.g., the number of errors in a string of words
(sentence) or word error rate in ASR.
Given the current state of statistical pattern recognition,

ASR in particular, as outlined above, the central issues to be
addressed by the research community can be summarized as
follows. First, how should we construct statistical models that
embed partial, imperfect knowledge in a probabilistic fash-
ion? Confined within this session’s theme of acoustic model-
ing and robust ASR, this issue becomes: How to use our in-
complete understanding of the human speech process, of the
variability of speech acoustics, and of the nature of the speech
distortion under adverse acoustic environments to build and
refine probabilistic models for the observed, highly variable
speech measurements? Second, how should we specify the
performance of statistical pattern recognition? And for ASR,
how do we define and measure ASR errors? Should we dis-
count errors for semantically irrelevant functional words, and
should we look for phone string errors? Third, how should we
define the training’s objective functions that guide the learn-
ing of the free parameters in the statistical models? In the
case of hidden Markov models (HMMs) for speech acoustics,
what is the most appropriate objective function (e.g., mini-
mum classification error, maximummutual information, min-
imum phone/word error, etc.) for HMM learning? And given
the training objective function, how to efficiently optimize
them? The key problems here are 1) consistency between
the decision error measure and the training objective func-
tion, and 2) generalization capability of the training objective
function to the unseen test data drawn from each the same
or different statistical distributions. And finally, how to de-
sign the decision rule for the recognition/decoding process,
and how to efficiently implement the decision rule? The key
issues here is, again, consistency between the performance
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measure and the decision rule.
Among all the above central ingredients in the modern sta-

tistical methods in ASR (possibly in other statistical pattern
recognition problems also), the first ingredient, that of build-
ing high-quality probabilistic models for speech, is arguably
the most difficult and important one. Substantial amounts of
my personal research effort in the past have been devoted to
this area. In this paper I will use two concrete examples to
illustrate the key roles of high-fidelity acoustic modeling in
robust ASR, where robustness refers to that against all types
and sources of variability. For the remaining three key ele-
ments which will be the focus of this paper, the readers are
referred to a number of relatively recent literature [26, 5, 14,
23, 33, 12, 18, 32].

2. ISSUES IN HIGH-FIDELITY ACOUSTIC
MODELING

There have been many types of statistical models for speech
acoustics developed over the past three decades. They can
be broadly classified into two main categories: 1) genera-
tive models, and 2) discriminative models. Generative speech
recognizers (e.g., [16, 29, 6]), such as those based on mix-
ture models, HMMs, and stochastic segment models, rely on
a learned model of the joint probability distribution of the ob-
served acoustic features and the corresponding speech class
membership. They use this joint-probability characterization
to perform the decision making task based on the posterior
probability of the class computed by Bayes rule. In con-
trast, discriminative speech recognizers (e.g., [30]), such as
those based on maximum entropy models, neural networks,
and conditional random fields, directly employ the speech
class posterior probability or the related discriminant func-
tion. The discriminative recognizer design philosophy is the
basis of a wide range of popular machine learning methods,
where some known deficiencies of the HMM are addressed
by applying direct discriminative learning and hence replac-
ing the need for a probabilistic generative model by a set of
flexibly selected, overlapping features. Since the conditioning
is made on the feature sequence and these features can be de-
signed with long-contextual-span properties, the conditional-
independence assumption made in the HMM is conceptually
alleviated – provided that proper features can be constructed.
How to design such features is a challenging research direc-
tion and it becomes a critical factor for the potential success
of the structured discriminative approach. On the other hand,
local features can be more easily designed that are appropri-
ate for the generative approach and many effective local fea-
tures have been established for speech recognition. Despite
the complexity of estimating joint distributions when the sole
purpose is discrimination, the generative approach has impor-
tant advantages of facilitating knowledge incorporation and
of conceptually straightforward analyses of the recognizer’s
components and their interactions.

Current state of acoustic modeling in ASR is that the ca-
pabilities and limitations associated with both generative and
discriminative approaches discussed above are compromised,
leading to practical recognition frameworks where simplis-
tic joint-distribution models (such as HMMs) are established
to characterize the statistical properties of speech, with the
complexity lower than what is required to accurately generate
samples from the true distribution. In order to make such low-
complexity, low-fidelity generative models discriminate well,
it requires parameter learning methods that are discriminative
in nature to overcome the limitation in the simplistic HMM
structure. This is in contrast to the generative approach of fit-
ting the intra-class data as conventional maximum likelihood
based methods intend to accomplish. This type of practical
frameworks has been applied to much of the recent work in
speech recognition research, where HMMs are used as the
low-complexity joint distribution for the local acoustic fea-
ture sequences of speech and the corresponding underlying
linguistic sequences of sentences, words, or phones.

For advancing the state of the art in acoustic modeling
for robust ASR, it is this author’s belief that both the genera-
tive and discriminative modeling approaches require acoustic
models with higher fidelity than the common approaches seen
today, and that their respective strengths as discussed above
may be combined to achieve greater effectiveness. Current
state of HMM-based acoustic modeling has intended and is
able to capture only a subset of the tremendous variability in
speech acoustics, often in an isolated, non-systematic way.
To achieve true robustness in ASR, we need to handle all
sources of the variability, including 1) pronunciation variabil-
ity; 2) variability due to accent and dialect; 3) variability due
to prosodic and phonetic context; 4) variability due to speak-
ing behavior (e.g., style and rate); 5) variability due to the
adverse speaking condition that affects articulation; 6) vari-
ability due to noisy acoustic environment; 7) transducer vari-
ability and distortions; and 8) transmission channel variability
and distortions.

How to systematically handle all these types of speech
variability in the discriminative modeling framework appears
to be less straightforward than in the generative modeling
framework, partly because the much longer history of de-
velopment of the latter. Even within the generative mod-
eling framework, the HMM framework in particular, much
research remains to represent and to compensate for all the
main sources of variability in a principled and systematic way.
After presenting in the next section a general, probabilistic
framework to characterize the multi-layered, causal mecha-
nisms as a type of high-fidelity speech model, I will use two
concrete sub-problemswithin this framework in the following
two sections to illustrate how to account for two specific types
of variability that is difficult for the conventional techniques.

2



3. A MULTI-LAYER DYNAMIC BAYESIAN
NETWORK MODEL FOR SPEECH ACOUSTICS

The modern machine learning tool, dynamic Bayesian net-
work [4], is a powerful probabilistic framework to represent
underlying data-generation mechanisms and the associated
variability for sequential data such as acoustic feature sequences
of speech. One particular form of the dynamic Bayesian net-
work that is capable of accounting for many (not all) types of
the variability discussed in the preceding section is illustrated
in Fig. 1. The S-layer (top) in Fig. 1 represents the tempo-
ral dynamics of discrete linguistic units. The t-layer repre-
sents the dynamics in the segmental phonetic targets that are
continuous valued and whose statistical distributions are cor-
related with the discrete-valued linguistic units. The z-layer
represents the “articulation-like” temporal dynamics that are
driven by the segmental targets, where the continuity con-
straint in the z values across segment boundaries and the lim-
its on how fast the z values can change over time jointly ac-
counts for the variability due to phonetic context and that due
to speaking behavior. Examples of “articulation-like” z vec-
tors include reduced-dimension articulatory parameters (af-
ter principal component analysis), vocal tract area functions,
and vocal tract resonances (formants and the associated band-
widths). The o-layer represents the non-distorted speech dy-
namics that are generated causally from the articulation-like
dynamics. And finally, the y-layer represents the observed
speech dynamics after environmental distortion. The adverse
environmental condition is characterized, in the general term,
by two sets of parameters: the time-varying parameters for
additive noise are represented by n-layer, which is controlled
by discrete variables (N-layer) from different noise types, and
the time-invariant parameter convolutive channel distortion is
represented by the fixed h variable.

The multi-layer dynamic Bayesian network model shown
in Fig. 1, while intended to be comprehensive, has not been
able to account for the variability due to the adverse speaking
condition that affects articulation (e.g., stress speech, Lom-
bard effect, or hyper-articulated speech). In order to incor-
porate this effect, a feedback from the n-layer or y-layer to
z-layer can be added. However, this addition would make
inference and estimation problems in the expanded dynamic
Bayesian network model significantly more complex, which
will not be addressed here. Further, other types of variability
(pronunciation, accent and dialect, and prosodic variations)
have not been carefully represented in the Bayesian network
model of Fig. 1. One possible way to handle these types
of variability is to expand the S-layer into multiple-tiers, im-
proving the single-tier “beads-on-the-string” “pronunciation
model” in Fig. 1 to a non-linear, multi-tier model as proposed
and initially implemented in [28, 7, 35], with the possible
mathematical representation like “factorial HMM” developed
in [27].

1S 2S 3S 4S KS     .......

1t 2t 3t Kt4t

1z 2z 3z Kz4z

1o 2o 3o Ko4o

1y 2y 3y Ky4y

1n 2n 3n Kn4n

1N 2N 3N KN4N

h

Fig. 1. A multi-layer dynamic Bayesian network model from
the linguistic units (S-layer) to distorted speech acoustics
(y-layer). Intermediate layers include the phonetic target
model (t-layer), articulation-like dynamic model (z-layer),
(clean) acoustic observationmodel (o-layer), and the distorted
acoustic observation model (y-layer). Time-varying parame-
ters (noise vectors) in the environment-distortion model are
represented by n-layer, which is controlled by discrete vari-
ables (N-layer) representing different noise types. The time-
invariant parameter (channel vector) is represented by the h

variable.

4. ACCOUNTING FOR VARIABILITY DUE TO
SPEAKING BEHAVIOR

The main underlying cause for the variability in the acoustic
observation of speech due to factors related to speaking be-
havior lies in the “hidden” domain of un-observed articulation
and its control. In the multi-layer dynamic Bayesian network
model shown in Fig. 1, this cause is naturally represented
in the combined hidden S-layer, t-layer, and z-layer, where
the latter represents the hidden “articulation-like” dynamics
driven by the segmental, S-dependent, targets (t-layer) which
functionally serve as the input or the “control” signal to the
“articulatory” system. Since the z vector is intended to repre-
sent the physical, “articulatory” structure with inertia proper-
ties, the continuity constraint is naturally imposed that limits
the movement pattern of the z vectors over time both within
and across the discrete segment boundaries. The resulting
constrained movement pattern in the z vectors as modeled by
the conditional dependencies represented in the t-layer and z-
layer of the dynamic Bayesian network model shown in Fig.
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1 accounts for the speech variability due to both the speak-
ing rate and style aspects of (passive) speaking behavior. The
varying speaking style can be represented by statistical distri-
butions in the parameter of “time constant” that governs the
dynamic behavior in the z-layer.
Several different implementations of the combined hid-

den S-layer, t-layer, and z-layer dynamics can be found in
[6], with detailed mathematical descriptions on the condi-
tional dependencies among these layers as well as on the con-
ditional dependency to the o-layer for the un-distorted ob-
served speech acoustics. Positive phonetic recognition re-
sults have been reported in [8, 9]. In the reminder of this
section, I will show some representative computer simulation
results that demonstrate major dynamic properties (e.g., tar-
get undershooting or reduction) in one specific implementa-
tion where vocal tract resonances (VTR) or formants are used
as the continuous-valued z vector. These results are further
compared with the corresponding results on the direct mea-
surements of the corresponding properties in the acoustic-
phonetic literature. (More detailed information about these
simulation results and the related model can be found in [8,
6].)
To illustrate VTR frequency or formant target undershoot-

ing, we first show the spectrogram of three renditions of a
three-segment /iy aa iy/ in Fig. 2. From left to right, the
speaking rate increases and speaking effort decreases, with
the durations of the /aa/’s decreasing from approximately 230
msec to 130 msec. Formant target undershooting for f1 and
f2 is clearly visible in the spectrogram, where automatically
tracked formants are superimposed (as the solid lines in Fig. 2
to aid identification of the formant trajectories.

Fig. 2. Spectrogram of three renditions of /iy aa iy/ by the
author, with an increasingly higher speaking rate and increas-
ingly lower speaking efforts (i.e., the speaking style becomes
more casual). The horizontal label is time (in seconds), and
the vertical one is frequency (in Hz).

4.1. Effects of “time constant” parameter on reduction in
model simulation

The same kind of target undershooting for f1 and f2 as in
Fig. 2 is exhibited in the combined t-layer and z-layer model
prediction, shown in Fig. 3, where we also illustrate the ef-
fects of the “time constant” parameter, γ, on the magnitude of
formant undershooting or reduction. The model prediction is
for the f1 and f2 of the z vector. Figs. 3a, b, and c correspond
to the use of the “time constant” parameter value (the same
for each formant vector component) set at γ = 0.85, 0.75
and 0.65, respectively, where in each plot the slower /iy aa
iy/ sounds (with the duration of /aa/ set at 230 msec or 23
frames) are followed by the faster /iy aa iy/ sounds (with the
duration of /aa/ set at 130 msec or 13 frames). f1 and f2 tar-
gets for /iy/ and /aa/ are set appropriately in the model also.
Comparing the three plots, we obtain the model’s quantita-
tive prediction: The magnitude of reduction decreases as the
γ value decreases.
In Figs. 4a, b, and c, we show the same model prediction

as in Fig. 3 but for different sounds /iy eh iy/, where the tar-
gets for /eh/ are much closer to those of the adjacent sound
/iy/ than in the previous case for /aa/. As such, the absolute
amount of reduction becomes smaller. However, the same
effect of the “time constant” parameter’s value on the magni-
tude of reduction is shown as for the previous sounds /iy aa
iy/, except the effect becomes less pronounced.
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(a) γ = [0.85],  D=100
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Fig. 3. f1 and f2 formant or VTR frequency trajectories pro-
duced from the model for a slow /iy aa iy/ followed by a fast
/iy aa iy/. (a), (b), and (c) correspond to the use of the stiffness
parameter values of γ = 0.85, 0.75 and 0.65, respectively.
The amount of formant undershooting or reduction during the
fast /aa/ is decreasing as the γ value decreases. The dashed
lines indicate the formant target values and their switch at the
segment boundaries.
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Fig. 4. Same as Fig. 3 except for the /iy eh iy/ sounds. Note
that the f1 and f2 target values for /eh/ are closer to /iy/ than
those for /aa/.

4.2. Effects of speaking rate on reduction in model simu-
lation

In Fig. 5, we show the effects of speaking rate, measured as
the inverse of the sound segment’s duration, on the magni-
tude of reduction of undershooting. Sub-plots (a), (b), and (c)
correspond to three decreasing durations of the sound /aa/ in
the /iy aa iy/ sound sequence. They illustrate an increasing
amount of the reduction with the decreasing duration or in-
creasing speaking rate. Symbol ’x’ in Fig. 5 indicates the f1

and f2 formant values at the central portions of vowels /aa/,
which are predicted from the model and are used to quantify
the magnitude of reduction. These values (separately for f1

and f2) for /aa/ are plotted against the inversed duration in
Fig. 6, together with the corresponding values for /eh/ in the
/iy eh iy/ sound sequence. The most interesting observation
is that as the speaking rate increases, the distinction between
vowels /aa/ and /eh/ gradually diminishes if their static for-
mant values extracted from the dynamic patterns are used as
the sole measure for the difference between the sounds. We
refer to this phenomenon as “static” sound confusion induced
by increased speaking rate (or/and by a greater degree of slop-
piness in speaking).

4.3. Comparisons with formant measurement data

The “static” sound confusion between /aa/ and /eh/ quantita-
tively predicted by the model as shown in Fig. 6 is consistent
with the formant measurement data published in [31], where
thousands of natural sound tokens were used to investigate
the relationship between the degree of formant undershooting
and speaking rate. We re-organized and re-plotted the raw
data from [31] in Fig. 7, in the same format as Fig. 6. While
the measures of speaking rate differ between themeasurement
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Fig. 5. f1 and f2 formant trajectories produced from the
model for three different durations of /aa/ in the /iy aa iy/
sounds: (a) 25 frames (250 ms), (b) 20 frames, and (c) 15
frames. The same γ value of 0.85 is used. The amount of
target undershooting increases as the duration is shortened or
the speaking rate is increased. Symbols ’x’ mark the f1 and
f2 formant values at the central portions of vowels of /aa/.

data and model prediction and cannot be easily converted to
each other, the overall results are generally consistent with
each other. The similar trend for the greater degree of “static”
sound confusion as speaking rate increases is shown clearly
from both the measurement data (Fig. 7) and the model pre-
diction (Fig. 6).

4.4. Model prediction of vocal tract resonance trajecto-
ries for real speech utterances

We have used the expected VTR trajectories computed from
the model to predict actual VTR frequency trajectories for
real speech utterances from the TIMIT database. Only the
phone identities and their boundaries are input to the model
for the prediction, and no use is made of speech acoustics.
Given the phone sequence in any utterance, we first break up
the compound phones (affricates and diphthongs) into their
constituents. Then we obtain the initial VTR target values
based on limited context dependency by table lookup. Then
automatic and iterative target adaptation is performed for each
phone-like unit based on the difference between the results of
a VTR tracker and the VTR prediction from the model output.
These target values are provided not only to vowels, but also
to consonants for which the resonance frequency targets are
used with weak or no acoustic manifestation. The converged
target values, together with the phone boundaries provided
from the TIMIT database, form the input to the z-layer of the
model and the output of the z-layer gives the predicted VTR
frequency trajectories.
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Fig. 6. Relationship, based on model prediction, between the
f1 and f2 formant values at the central portions of vowels
and the speaking rate. Vowel /aa/ is in the carry-phrase /iy
aa iy/, and vowel /eh/ in /iy eh iy/. Note that as the speaking
rate increases, the distinction between vowels /aa/ and /eh/
measured by the difference between their static formant val-
ues gradually diminishes. The same γ value of 0.9 is used in
generating all points in the figure.

Three example utterances from TIMIT (SI1039, SI1669,
and SI2299) are shown in Figs. 8-10. The step-wise dashed
lines (f1/f2/f3/f4) are the target sequences as inputs, and the
continuous lines (f1/f2/f3/f4) are the outputs of the z-layer
model as the predicted VTR frequency trajectories. To facil-
itate assessment of the accuracy in the prediction, the inputs
and outputs are superimposed on the spectrograms of these
utterances, where the true resonances are shown as the dark
bands. For the majority of frames, the output either coin-
cides or is close to the true VTR frequencies, even though no
acoustic information is used. Also, comparing the input and
output, we observe a relatively mild degree of target under-
shooting or reduction in these and many other TIMIT utter-
ances that we have examined.

4.5. Section summary

The computer simulation results presented in this section show
that the combined model for the t-layer and z-layer which
embeds the knowledge of articulatory-like constraints can ef-
fectively account for the speech variability due to a range of
speaking behavior. The conventional HMMs, which may not
naturally use such constraints, have difficulties in capturing
this type of speaking-behavior variability in a parsimonious
manner. So far, the most comprehensive implementation and
evaluation of the model (where VTRs are used as the z vec-
tor) have been applied to the standard phonetic recognition
task of TIMIT, a relatively small task due mainly to the high
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Fig. 7. The formant measurement data from literature are re-
organized and plotted, showing similar trends to the model
prediction under similar conditions.

computational cost in decoding (not in training). The re-
sults presented in [9] show the significantly higher phonetic
recognition rate (75.1%) than a state-of-the-art HMM sys-
tem (71.4%). Error analysis shows that the improvements are
most significant in the sonorant class, followed by the stop-
consonant class. No improvement is observed in the fricative-
consonant class. This is in accord with our expectation since
the model component design has a greater degree of precision
(i.e., higher “fidelity”) for the VTR dynamics and its map-
ping to the cepstral features as the acoustic observation for
the sonorant class of speech sounds. The performance im-
provement for the stop-consonant class is likely due to the
better modeling of vocalic portions of VTR transitions from
stop to vowel and from vowel to stop.

5. ACCOUNTING FOR VARIABILITY DUE TO
ADVERSE ACOUSTIC ENVIRONMENT

5.1. Introduction

In this section, we focus on another major type of speech
variability, that due to the adverse acoustic environment with
both additive and convolutive (with short-term impulse re-
sponses) distortions. (The distortion caused by convolutive
distortion with long-term impulse responses or reverberation
will not be discussed here.) Handling this type of variabil-
ity has high practical value since it is directly related to the
deployment of speech recognizers. Environment robustness
in speech recognition remains an outstanding and difficult
problem despite many years of research and investment (e.g.,
[1, 17, 24, 19, 2, 36, 15, 13, 25, 22, 20]). The difficulty
arises due to many possible types of distortions, including
a varying degree of additive and convolutive distortions and
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Fig. 8. The f1/f2/f3/f4 VTR frequency trajectories (smooth
lines) generated from the model for VTR target filtering us-
ing the phone sequence and duration of a speech utterance
(SI1039) taken from the TIMIT database. The target sequence
is shown as stepwise lines, switching at the phone boundaries
labeled in the database. They are superimposed on the utter-
ance’s spectrogram. The utterance is “He has never, himself,
done anything for which to be hated – which of us has ”.

their mixes, which are not easy to predict accurately dur-
ing recognizer deployment. As a result, the speech recog-
nizer trained using clean speech often degrades its perfor-
mance significantly when used under noisy environments if
no environment-robustness strategy is applied.
The portions of the high-fidelity acoustic model handling

environment robustness in the multi-layeredBayesian network
of Fig. 1 are in the combined o-layer, N-layer, n-layer, h-
variable, and y-layer, where the y-layer represents observa-
tional feature sequences of distorted speech and all other lay-
ers (including the clean-speech o-layer) are hidden. Themath-
ematical representation for the conditional dependency of the
y-layer on the o-layer, n-layer, and the h-value in the Bayesian
network of Fig. 1 defines the “acoustic model for environ-
mental distortion”. This is a parsimonious, parametric model,
since the model is characterized by only the noise and channel
parameters. (This is in contrast to the conventional MLLR-
type, data-driven distortion model where many transforma-
tion matrices are used.)
Traditionally, the acoustic model for environmental dis-

tortion ignores the phase asynchrony between the clean speech
and the mixing noise [1, 24]. Such a “low-fidelity” model has
been improved, over the past several years, to achieve “higher
fidelity” that removes the earlier simplifying assumption by
including random phase asynchrony in the distortion model
[2, 36, 10, 11, 34, 21]. Since this gives a most fitting example
to illustrate the roles of high-fidelity modeling in robust ASR,
in this section, we first give detailed derivation of the phase-
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Fig. 9. Same as Fig. 8 except with another utterance “Be ex-
cited and don’t identify yourself” (SI1669).

sensitive model (with both the deterministic and probabilis-
tic versions). Then, we summarize the existing experimen-
tal results that illustrate performance gain by moving from
“low-fidelity”, phase-insensitive model to the “high-fidelity”
phase-sensitive model, and offer insight to understanding the
roles of incorporating the phase information by analyzing the
experimental results.

5.2. The phase-sensitive model of environmental distor-
tion — Deterministic version

In this subsection, we derive the phase-sensitive model in the
log filter-bank domain. (This can be easily extended to the
cepstral domain, which will not be included in this paper.)
Using the discrete-time, linear system model for the acoustic
distortion in the time domain, we have the well-known rela-
tionship among the noisy speech (y(t)), clean speech (x(t)),
additive noise (n(t)), and the impulse response of the linear
distortion channel (h(t)):

y(t) = x(t) ∗ h(t) + n(t).

In the frequency domain, the equivalent relationship is

Y [k] = X [k]H [k] + N [k], (1)

where k is the frequency-bin index in DFT given a fixed-
length timewindow, andH(k) is the (frequency-domain) trans-
fer function of the linear channel.
The power spectrum of the noisy speech can then be ob-

tained from the DFT in Eq. 1 by

|Y [k]|2 = |X[k]H [k] + N [k]|2

= |X[k]|2 |H [k]|2 + |N [k]|2 + (X[k]H [k])(N [k])∗

+(X[k]H [k])∗N [k] (2)
= |X[k]|2 |H [k]|2 + |N [k]|2 + 2|X[k]||H [k]||N [k]| cos θk,
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Fig. 10. Same as Fig. 8 except with the third utterance “Some-
times, he coincided with my father’s being at home” (SI2299).

where θk denotes the (random) phase angle between the two
complex variables N [k] and (X [k]H [k]). Eq. 2 incorporates
the phase relationship between the (linearly filtered) clean
speech and the additive corrupting noise in the speech distor-
tion process. It is noted that in the traditional, phase-insensitive
models for acoustic distortion, the last term in Eq. 2 has been
assumed to be zero. This is correct only in expected sense.
The phase-sensitive model presented here based on Eq. 2 with
non-zero instantaneous values in the last term removes this
commonly made but un-realistic assumption.
After applying a set of Mel-scale filters (L in total) to the

spectrum |Y [k]|2 in the frequency domain, where the lth fil-
ter is characterized by the transfer functionW

(l)
k ≥ 0 (where∑

k W
(l)
k = 1), we obtain a total of L Mel-filter-bank ener-

gies of
�

k

W
(l)
k

|Y [k]|2 =
�

k

W
(l)
k

|X[k]|2|H [k]|2 +
�

k

W
(l)
k

|N [k]|2

+ 2
�

k

W
(l)
k

|X[k]||H [k]||N [k]| cos θk, (3)

with l = 1, 2, ..., L.

Denoting the various filter-bank energies in Eq. 3 by

|Ỹ (l)|2 =
∑

k

W
(l)
k |Y [k]|2,

|X̃(l)|2 =
∑

k

W
(l)
k |X [k]|2,

|Ñ (l)|2 =
∑

k

W
(l)
k |N [k]|2, (4)

and

|H̃(l)|2 =

∑
k W

(l)
k |X [k]|2|H [k]|2

|X̃(l)|2
,

we simplify Eq. 3 to

|Ỹ (l)|2 = |X̃(l)|2|H̃(l)|2 + |Ñ (l)|2 + 2α(l)|X̃(l)||H̃(l)||Ñ (l)|,
(5)

where we define the “phase factor” as

α(l) ≡

∑
k W

(l)
k |X [k]||H [k]||N [k]| cos θk

|X̃(l)||H̃(l)||Ñ (l)|
. (6)

Since cos θk ≤ 1, we have

|α(l)| ≤

∑
k W

(l)
k |X [k]||H [k]||N [k]|

|X̃(l)||H̃(l)||Ñ (l)|
.

The right-hand side is the normalized inner product of vec-

tors N̄ and X̄H , with elements N̄k ≡
√

W
(l)
k |Ñ (l)(k)| and

X̄H
k ≡

√
W

(l)
k |X̃(l)(k)||H̃(l)(k)|. Hence

|α(l)| ≤
< N̄, X̄H >

|N̄ ||X̄H |
≤ 1.

Further, we define the log Mel-filter-bank energy (log-
spectrum) vectors:

y =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

log |Ỹ (1)|2

log |Ỹ (2)|2

...
log |Ỹ (l)|2

...
log |Ỹ (L)|2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, x =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

log |X̃(1)|2

log |X̃(2)|2

...
log |X̃(l)|2

...
log |X̃(L)|2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

n =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

log |Ñ (1)|2

log |Ñ (2)|2

...
log |Ñ (l)|2

...
log |Ñ (L)|2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, h =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

log |H̃(1)|2

log |H̃(2)|2

...
log |H̃(l)|2

...
log |H̃(L)|2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (7)

and define the vector of phase factors:

α =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

α(1)

α(2)

...
α(l)

...
α(L)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Then, we rewrite Eq. 5 as

ey = ex • eh + en + 2 α • ex/2 • eh/2 • en/2

= ex+h + en + 2 α • e(x+h+n)/2, (8)
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where the • operation for two vectors denotes element-wise
product, and each exponentiation of a vector above is also
an element-wise operation. To obtain the log Mel-filter-bank
energy for noisy speech, we apply the log operation on both
sides of Eq. 8:

y = log
[
ex+h • (1 + en−x−h + 2α • e

x+h+n
2

−x−h)
]

= x + h + log[1 + en−x−h + 2α • e
n−x−h

2 ]

≡ y(x,n,h, α). (9)

From Eq. 9, the phase factor (vector) α can be solved as
a function of the remaining variables:

α =
ey−x−h − en−x−h − 1

2e
n−x−h

2

= 0.5(ey−
n+x+h

2 − e
n−x−h

2 − e−
n−x−h

2 )

≡ α(x,n,h,y) (10)

Eq.9 or Eq.10 constitutes the (deterministic) version of
the phase-sensitive model for environmental distortion. One
can be used for model adaptation and the other used for fea-
ture enhancement, which have been implemented in [21] and
[10], respectively, after extending them into the probabilistic
version which we describe below.

5.3. The phase-sensitive model of environmental distor-
tion — Probabilistic version

We now use the nonlinear relationship among the phase fac-
tor α and the log-domain signal quantities of x,n,h, and y,
as derived above and shown in Eqs. 9 or 10, as the basis to
develop a probabilistic phase-sensitive model for the acoustic
environment. The outcome of a probabilistic model for the
acoustic environment is explicit determination of the condi-
tional probability, p(y|x,n,h), of noisy speech observations
(y) given all other variables x,n, and h. This conditional
probability is what is required in the Bayesian network model
to specify the conditional dependency as denoted by each ar-
row in Fig. 1. This conditional probability is also required
for deriving an optimal estimate of clean speech, which was
carried out in the work of [10].
To determine the form of p(y|x,n,h), we first need to

assume a form of the statistical distribution for the phase fac-
tor α = {α(l), l = 1, 2, ..., L}. To accomplish this, we
note that the angle θk between the complex variables ofN [k]
and (X [k]H [k]) is uniformly distributed over (−π, π). This
amounts to the maximal degree of randomness in mixing speech
and noise, and has been empirically observed to be correct.
Then, from the definition of α(l) in Eq. 6, it can be shown

that the phase factor α(l) for each Mel-filter l can be ap-
proximated by a (weighted) sum of a number of indepen-
dent, zero-mean random variables cos(θk) distributed (non-
uniformly but symmetrically) over (−1, 1), where the total

number of terms equals the number of DFT bins (with a non-
zero gain) allocated to the Mel-filter. When the number of
terms becomes large, as is typical for high-frequency filters,
the central limit theorem postulates that α(l) will be approx-
imately Gaussian. Law of large numbers further postulates
that the Gaussian will have the mean of zero since each term
of cos(θk) has the mean of zero.
Thus, the statistical distribution for the phase factor can

be reasonably assumed to be a zero-mean Gaussian:

p(α(l)) = N (α(l); 0, Σ(l)
α ),

where the filter-dependent variance Σ
(l)
α is estimated from a

set of training data. Since noise and (channel-distorted) clean
speech are mixed independently for each DFT bin, we can
also reasonably assume that the different components of the
phase factor α are uncorrelated. Thus, we have the multivari-
ate Gaussian distribution of

p(α) = N (α;0,Σα), (11)

whereΣα is a diagonal covariance matrix.
Given p(α), we are now in a position to derive an appro-

priate form for py(y|x,n,h). To do so, we first fix the values
of x,n, and h, treating them as constants. We then view Eq. 9
as a (monotonic) nonlinear transformation from random vari-
ables α to y. Using the well-known result from probability
theory on determining the PDF for functions of random vari-
ables, we have

py(y|x,n,h) = |Jα(y)| pα(α|x,n,h), (12)

where Jα(y) = 1
∂y

∂α

is the Jacobian of the nonlinear transfor-
mation.
The diagonal elements of the Jacobian can be computed,

using Eq. 9 and then using Eq. 8, by

diag

(
∂y

∂α

)
=

2e
n−x−h

2

1 + en−x−h + 2α • e
n−x−h

2

=
2e

n+x+h
2

ex+h + en + 2α • e
n+x+h

2

= 2 e
n+x+h

2
−y. (13)

The determinant of the diagonal matrix of Eq. 13 is then the
product of all the diagonal elements.
Also, the Gaussian assumption for α gives

p(α|x,n,h) = p [α(x,n,h,y)] = N [α(x,n,h,y);0,Σα] .
(14)

Substituting Eqs. 13 and 14 into Eq. 12, we establish the
following probabilistic model of the acoustic environment:

py(y|x,n,h) =
1

2
| diag

(
ey−n+x+h

2

)
|

N

[
1

2
(ey−

n+x+h
2 − e

n−x−h
2 − e−

n−x−h
2 );0,Σα

]
(15)
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Because α is the inner product (proportional to cosine of
the phase) between the Mel-filter vectors of noise and clean
speech characterizing their phase relationship, a Gaussian dis-
tribution on it makes the environment model of Eq. 15 phase
sensitive.
An alternative, simplified form of the model in Eq. 15 can

be obtained using linearized Taylor series approximation.

5.4. Experiments and their analysis

A principled way of carrying out environment-robust ASR, in
conjunction with handling other sources of variability in an
integrative manner, is to directly use the probabilistic, phase-
sensitive model of Eq. 15 as the conditional dependency from
the o-layer (i.e., x), n-layer, and h-variable to the y-layer in
the multi-layer Bayesian network model of Fig. 1, and then to
carry out probabilistic inference. The probabilistic inference
for the (continuous-valued) o-layer variables gives algorithms
for clean-speech feature enhancement. The probabilistic in-
ference for the (discrete-valued) S-layer variables gives algo-
rithms for phonetic or word recognition of distorted speech
with the y-layer input.
All existing experiments reported in the literature using

the phase-sensitive model, however, have used much simpli-
fied higher-layer models in Fig. 1. The work reported in
[34, 21] made use of HMMs as the higher-layer model; I.e.,
removing the t-layer and z-layer in Fig. 1 altogether and mak-
ing direct dependency from the S-layer to o-layer. The work
reported in [10, 11] used an even simpler higher-layer model
(Gaussian mixture model) by further removing the temporal
conditional dependency in the S-layer of Fig. 1. In the latter
work, the S-layer does not represent any phonetic informa-
tion and hence the overall approach in [10, 11] can no longer
be used for speech recognition directly but rather it is used
for feature enhancement or making inference on the “hidden”
o-layer variables. Then, the enhanced features are used in a
separate, pre-trained HMM system to perform speech recog-
nition.

5.4.1. Results on feature enhancement using the phase-sensitive
model

As reported in [10], a diagnostic experiment was carried out
to assess the role of phase asynchrony in feature enhancement
for noise-robust ASR. To eliminate the factor of noise power
estimation inaccuracy, phase-removed true noise power is used
since in the Aurora2 task the true noise’s waveforms are made
readily available. Table 1 lists the percent accuracy in the
Aurora2 standard task of digit recognition (as a function of
the feature enhancement algorithm iterations using the phase-
sensitive model; see the algorithm in [10]). Clean HMMs
(simple backend) as provided by the Aurora2 task are used
for recognizing enhanced features.
When the phase information is removed, how much does

the performance suffer? To examine this issue, several spec-

Table 1. Percent accurate digit recognition rate for the Au-
rora2 task as a function of the feature enhancement algorithm
iteration number using the phase-sensitive model. Phase-
removed true noise features (noise power spectra) are used
in this diagnostic experiment as the n-layer variables.

Itrs 1 2 4 7 12

SetA 94.12 96.75 97.96 98.11 98.12
SetB 94.80 97.29 98.10 98.48 98.55
SetC 91.00 94.50 96.50 97.86 98.00

Ave. 93.77 96.52 97.72 98.21 98.27

tral subtractionmethods are used where the same phase-removed
true noise features are used as in Table 1. After careful tuning
of the spectral subtraction parameter of the floor value, the
best accuracy is 96% (see detailed results in Table 2), signif-
icantly below the accuracy of 98% obtained with the use of
the phase-sensitive model.

Table 2. Performance (percent accurate) for the Aurora2 task
using four versions of spectral subtraction (SS) with the same
phase-removed true noise features as in Table 1.

Floor e−20 e−10 e−5 e−3 e−2

SS1 93.57 94.26 95.90 92.18 90.00
SS2 12.50 44.00 65.46 88.69 84.44
SS3 88.52 89.26 93.19 90.75 88.00
SS4 10.00 42.50 63.08 87.41 84.26

However, instead of using true noise power, when the esti-
mated noise power is used (with the algorithm for noise power
estimation described in [10]), improvement of recognition ac-
curacy from using the phase-insensitive model to the phase-
sensitive model becomes much smaller, from 84.80% only to
85.74%; see detailed results in Table 3).
What may be the reason for the drastic difference between

the performance improvements (from the phase-insensitive to
phase-sensitive models) with and without noise estimation er-
rors? Let us examine Eq. 5. It is clear that the third, phase-
related term in Eq. 5 and the second, noise-power term are
added to contribute to the power of noisy speech. If the esti-
mation error in the second, noise-power term is comparable to
the entire third term, then the addition of the third term would
not be very meaningful in accounting for the power of noisy
speech. This is the most likely explanation for the huge per-
formance improvementwhen true noise power is used (Tables
1 and 2) and relatively mild improvement when noise power
estimation contains errors (Table 3). The analysis above shows
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Table 3. Right column: percent accurate digit recognition
rates for the Aurora2 task using noise estimation and phase-
sensitive feature enhancement algorithms, both described in
[10]. Left column: The baseline results obtained with the
phase-insensitive model.

Baseline Enhanced
(no phase) (with phase)

SetA 85.66 86.39
SetB 86.15 86.30
SetC 80.40 83.35

Ave. 84.80 85.74

the critical role of noise power estimation in enabling the ef-
fectiveness of using the phase-sensitivemodel of environmen-
tal distortion.

5.4.2. Results on HMM adaptation using the phase-sensitive
model

In the more recent work of [21], the phase-sensitive model in
the cepstral domain and its Taylor series approximation are
used to adapt/estimate the HMM parameters and the same
phase-sensitive model is used to estimate the noise power.
The joint estimation of both the HMM and noise parameters
using the consistent distortion model gives better quality of
the noise estimate than that by the noise estimation algorithm
presented in [10] producing the results shown in Table 3. As a
consequence, the performance improvement in the same Au-
rora2 task from using the phase-insensitive to phase-sensitive
models is much greater: Digit recognition rate of 91.70%
(using the phase-insensitive model of environmental distor-
tion to adapt HMM parameters [20]) is improved to 93.32%
after the use of the phase-sensitive model, giving 19.5% rela-
tive error rate reduction.
In the earlier work of [34], the same phase-sensitivemodel

was exploited to adapt HMM parameters but with very dif-
ferent approximation. Also, while crucial in understanding
the effectiveness of using the phase-sensitive model, no noise
estimation technique was described. A different evaluation
task, Aurora4 dictation, was used in evaluating the adaptation
method, and 3.5% relative error reduction was reported.

6. SUMMARY AND CONCLUSION

Acoustic modeling and robust speech recognition have been
and are continuing to be active research areas. In this pa-
per, I argue the case for the important roles that high-fidelity
acoustic models can play in robust speech recognition. High-
fidelity (vs. “lower-fidelity”) modeling refers to the use of
a richer set of useful, albeit incomplete, knowledge in con-
structing probabilistic models of the speech process for the

purpose of speech class discrimination (with or without an
intermediate process of speech feature generation). Robust-
ness refers to the maintenance of high performance in speech
recognition against pervasive and inherent variability includ-
ing both speaker and environmental factors. Two detailed
case studies are presented in this paper, relating to each of
these two factors. In the first case study, the high-fidelity
acoustic model constructed using a multi-layer dynamic Bayesian
network is described that embeds the knowledge of articulatory-
like constraints that govern the dynamic pattern in the for-
mant or VTR movement from one speech unit to the another
throughout the speech utterance. This model is shown in com-
puter simulation to account for realistic formant reduction
and the consequent increase in “static” phonetic confusability,
both being difficult to produce in the acoustic models based
on HMMs. In the second case study, a high-fidelity phase-
sensitive model of environmental distortion is derived that
embeds the knowledge of phase asynchrony between clean
speech and the mixing noise, commonly ignored in the stan-
dard techniques. Experimental results are reviewed from the
literature that demonstrate the effectiveness of the model in
noise-robust speech recognition over the commonly used phase-
insensitivemodel, especially when the estimate of noise power
is reasonably accurate. In particular, when noise power esti-
mation contains no errors in our diagnostic experiments, the
results showed over 50% error reduction moving from the use
of the phase-insensitive to phase-sensitive models in speech
feature enhancement prior to speech recognition.

Future directions of research in acoustic modeling include
the incorporation of more structured and beneficial knowl-
edge about the nature of speech variability into probabilis-
tic models, and the development of more effective algorithms
for learning and decision/decoding using such higher-fidelity
models that make use of the more advanced knowledge. What
kind of knowledge is likely to be most beneficial? The answer
may be gleaned from the recent MINDS report [3], in which
a number of speech recognition/understanding areas deemed
especially fertile for future research are identified. Relevant to
acoustic modeling and robust speech recognition are the fol-
lowing rich areas for future research: 1) Advanced acoustic
models and architectures that can handle “everyday audio”,
with the focus on robustness of the speech system for mean-
ingful acoustic environments as diverse as meeting room pre-
sentations to unstructured conversations, and on rapid adap-
tation to changing acoustic conditions in multiple dimensions,
even simultaneously. 2) Adaptation and self-learning in speech
recognition system, with the focus on learning from poorly la-
beled or even un-annotated data, and on generalization to en-
able recognizers to operate effectively in novel circumstances
(e.g., different tasks, environments, and languages). 3) Cognition-
derived speech models and algorithms, with the focus on un-
derstanding and emulating relevant human capabilities in speech
processing and on incorporating these strategies into auto-
matic speech systems. Of particular interest are how signifi-
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cant cortical information processing capabilities beyond sig-
nal processing are achieved and how one can leverage that
knowledge in our automatic algorithms and systems. 4) Ef-
fective representation and utilization of knowledge sources
drawing from fundamental science of human speech percep-
tion and production, with the focus on the essential proper-
ties that underlie auditory masking and attention, on emulat-
ing human capabilities to rapidly adapt to non-native accents,
and on the temporal span over which signal signals are repre-
sented, produced, and modeled. All of the above research di-
rections require the construction of robust acoustic models, as
well as related algorithms, that are of much higher “fidelity”
than the ones discussed in the two case studies presented in
this paper.
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