Predicting Information Spreading in Twitter
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Abstract

We present a new methodology for predicting the spread ofnmdtion in a so-
cial network. We focus on the Twitter network, where infotioa is in the form
of 140 character messages caltegets, and information is spread by users for-
warding tweets, a practice known estweeting. Using data of who and what
was retweeted, we train a probabilistic collaborativeffiftexdel to predict future
retweets. We find that the most important features for ptisiare the identity
of the source of the tweet and retweeter. Our methodologyite flexible and be
used as a basis for other prediction models in social netwvork

1 Introduction

Determining who is influential in a network or how many peoalpiece of information reaches is
very important in many different fields. For example, onladvertisers could use this information
for efficient targeted marketing campaigns. Media comsarilld learn how to effectively generate
buzz for new films, shows, or musicians. Political actionugr®could learning who they should try
to influence in order to spread their message as far as pes¥ilith the enormous growth in social
networking sites such as Twitter and Facebook, there is moangple amount of data available for
learning how information spreads at a micro-level. One thegds to understand the proper way to
utilize this data in order to predict future information eading patterns.

In this work, we will focus on predicting information spreag in Twitter. Twitter is a microblog-
ging service that allows users to share information in thenfof 140 character messages called
tweets. In Twitter, a user has followers who will receive any tweested by the user, and a user can
follow other users. The Twitter network is comprised of thiidwer/following relationships.

Information can spread in Twitter in the form ietweets, which are tweets that have been forwarded
by a user to his or her followers. A retweet is identified by streng “RT @” followed by the name
of the tweet source in the text of the retweet. Retweets atlow/to track the flow of information
in Twitter because they indicate situations where a useafeleet was important enough that he or
she shared it with his or her followers. For this reason, &gt information spreading in Twitter,
we wish to predict retweets.

*



The Twitter network structure, retweet network structameg temporal properties of retweets were
analyzed in [1]. The influence of users in Twitter acrossdspind time was analyzed in [2] using
different measures including number of retweets and numtfetlowers. In [3], the conversational
aspects of retweeting were analyzed. While the Twitter ndtvand retweets have been studied,
there has been little work done on predicting retweets ataayievel in Twitter. However, there
has been other work done in using social networks for priegicFor example, box-office revenue
for movies have been predicted using chatter from Twittdd]n This work focused on aggregate
measurements such as the rate at which people tweet abowie fbe detailed network structure
was not incorporated into the predictions.

In this work we present a methodology for predicting indixatiretweets in Twitter. We gather data
from Twitter in order to train probabilistic collaboratififtering models to predict future retweets.
These models learn retweet patterns using the tweet sahecneeter), the user who is retweeting
(the retweeter), and the tweet content. We find that the nngsoitant features for prediction are
the tweeter and retweeter.

2 Retweet training data

In this section we will describe how we gathered retweet ffata Twitter and used it to generate
training data for probabilistic collaborative filtering ohels.

2.1 Probabilistic collaborative filtering models: Matchbox

We wish to develop models which can predict retweets. Spadifj we wish to develop a model
where the input is the tweeter, a retweeter, and the confahedweet. The output of the model
will be a valuep which is the probability of a retweet of the tweet by the restee. The predictive
model we use is a probabilistic collaborative filtering petidn model called Matchbox [5] which
was originally developed to predict the movie preferendesers based on meta-data about movies.

Matchbox uses three types of input to learn: user featutes) features, and binary feedback.
Matchbox models learn correlations between users and iteorsler to predict user preferences for
items. Details on the Matchbox model can be found in [5].

For our application we will have three types of featuressti-there are the tweeter’s features (name,
number of followers, etc.). Second, there are the retwedbéatures (name, number of followers,
etc.). Third, there is the tweet content. There are diffeveays to divide these features into item
and user features, and we will train different models to skehvdivision works best. The binary
feedback isl if the retweeter retweeted the tweet within a certain timadeiv, and0 otherwise.
For our training data, we used a time window of one hour. Thaufficient because it was found in
[1] that half of the retweets occur within an hour of the seunzeet.

2.2 Retweet network and negative feedback

By collecting retweets, we can obtain the positive binasdfgack required for training Matchbox
models. However, we also need negative feedback for the Iswtmlbe properly trained. For every
tweet, the negative feedback would come from the followers do not retweet the tweet within an
hour. However, there may be followers who are never activ@vatter at all, and these would bias
the training data. What we want are active users who have e¢dder have been retweeted in the
past. Therefore, in order to obtain negative feedback, ved te compute thestweet network.

We crawled Twitter from June 20th, 2010 to July 29th, 2010lecting every retweet in this pe-
riod. We detected retweets by looking for the string "RT @'tlie body of the tweet. There were
102 million retweets found this way. By selecting the unidueeeter, retweeter) pairs from these
retweets, we obtained a network of 50 million edges and 7lBmdistinct users.

2.3 Generating Training Data

The training data for the Matchbox models was generateddrfdlowing manner. We collected
every tweet from a one hour time window and looked for any eetiw of these tweets for up to one
hour after the time of the tweet. These retweets were theiyosinary feedback. We obtained the
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Figure 1: (left) Table indicating the user and item featurkthe retweet prediction models. (center)
Bubble plot and (right) negative log-score of the modelsf@enance.

negative feedback from all followers of the tweeter in theveet network who did not retweet. This
data contained over 99.8 % negative feedback because nemtistare not retweeted.

3 Model Performance

We trained three different Matchbox models with 1 hour ofd@tge We then used the models to
predict retweets for the subsequent hour. The models diifféreir user and item features, and are
listed in Figure 1. The features used for tweeters and rdébre@ere name, number of retweet-
followers, and number of retweet-following.

To evaluate the performance of these models on the predlidataset, we show calibration plots
for the different models in Figure 1. Calibration plots aomstructed as follows. The prediction
values f's) are grouped into bins of width 0.01%. Then, the empinietiveet probability for nodes

within each bin is calculated. The calibration plot has tredtedp on the x-axis and the empirical

retweet probability within the bin on the y-axis. The sizetloé points on the plot indicate the
number of data samples in the bin. For models which are wilireéed, the points should lie along
the liney = z, indicating that the model predicts the right empiricalwett probability for the data

in the bins.

Another method of evaluating model performance is the vghig-score. This score is calculated
for a set of N data samples with binary labe{g, y2,...,yn} € {0,1}, and prediction values
{p1,p2,...,pn} € [0,1] obtained from the model. The negative log-score is defined as

N
NL(y,p) = —% > yilog(pi) + (1 — yi)log(1 - p;). @
i=1

If the model has very strong predictive power, then= y; and the negative log-score is zero. If the
model is not perfect, then the negative log-score will insge Therefore, a smaller negative log-
score means better model performance. In Figure 1 we shonetheive log-score for the models

and for a naive model which predigts= 0.2% for every (tweeter,retweeter). This is the empirical
retweet probability over all the training data. This naivedal has very little predictive power, but

it is a good benchmark against which to compare the Matchbadets.

For each model, certain stop words (i.e. the, a, and, R, &te removed from the tweet text. Model

1 has the tweeter and the tweet words as item features. Tleetetr is the user feature. Model 2
uses only the tweeter as the item feature and ignores th¢ éntieely. As can be seen in the bubble
plot and log-score, Model 2's performance is much bettem tadel 1 and its negative log-score is
less than the naive model. Removing the tweet seems to imedormance. This may be due to
the words of the tweet being unnormalized. This means tingiedotweets have feature vectors with
a greater norm than shorter tweets. We normalized the wdttie dweet by the number of words in

the tweet in Model 3. This normalization improved performaas seen in the bubble plot, but the
negative log-score of Model 3 is slightly larger than Modgb@t still less than the naive model’s

score. This indicates that most of the predictive power cofram the tweeter and retweeter.
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Figure 2: (left) Bubble plot and negative log-score of Mo8etith one and two hours of training

data. Predictions are made for tweets from the hour aftetrrétiging data. (right) Bubble plot and

negative log-score of Model 3 with two hours of training daRredictions are made for tweets 1
hour, 1 day, and 1 week after the training data.

We wished to see if using more training data improved peréorre. To test this, we trained Model 3

with one hour and with two hours of training data and predice the subsequent hour. The bubble
plot and negative log-score are shown in Figure 2. As can &, sehen we increase the amount of
training data, the performance of the model improves dijght

We also wished to see for how far into the future the model ditn@ accurate. We took Model 3
with two hours of training and predicted for an hour of twefetsn the following hour, following
day, and following week. The results are shown in Figure Zehee see that the model performance
is roughly constant for up to a day later, but the negativesogye begins to increase for predictions
on tweets occurring a week later.

4 Conclusion

We have presented here a methodology for predicting resire@tvitter. We use retweets as positive
feedback and lack of retweets by followers in the retweetaskt as negative feedback. The relevant
features for prediction are the tweeter and retweeter. Gathodology is very flexible and allows
for improvements on our current models by incorporatingiinfation such as rates of tweets on
certain topics or correlations in retweets.
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