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Abstract

This thesis investigates the dynamics of the mlatiip between personal
communications and travel, using agent-based cangunulation modelling. It focuses
on the interaction between social, communicatiash taansport networks. The novelty of
the thesis lies in using this new modelling techeiqo identify the important factors
underlying this relationship, to get a better ustlrding of why communication and
travel have grown together, and to address thetigne$Vhy are communication and

travel complements, not substitutes?’

A new way of modelling social networks is presentedsed on social circles, which

reflects the characteristics of social networkddrsethan the standard network models.
This social network model is then used as the Hasithree case studies, drawing on
gualitative and quantitative secondary data. Trst fiase study looks at the development
of mail from 1840 to the start of the First Worldavy the second at fixed-line phones

from 1951 to 2001; and the third at mobile commatians and the internet from 1998 to

2007, with forecasts to 2021.

The key conclusion is that communication networkehee out of social networks as
does travel for social purposes. When a new comeations technology is introduced,
affordability is always an initial constraint onk&up, but in the nineteenth century
literacy was also important, as is ‘digital liteyam the late twentieth and early twenty-
first centuries. Literacy enables people to keep tauch with those who are
geographically remote and this communication iglliko engender travel. Because the
internet facilitates meeting new people, this dffecstrengthened in contrast to earlier
communication modes which have in general onlylifated contact between people who

are already known to one another.
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Introduction

Introduction

This Introduction starts by explaining in Sectiorthe general issues to be addressed.
Section 2 sets out the scope and Section 3, the bwthodology. Finally, Section 4
outlines the structure of the thesis.

1. The Issues

Communications and transport networks were oncardegl as synonymous because the
postal service enables communication through t@mspetworks. The two started to
diverge with the arrival of optical telegraphy met1790s and then electrical telegraphy
in the 1840s (Headrick, 2000, p.193; Ling & Yt2002; Sterne, 2006, p.119). This thesis
follows the Oxford Dictionar§2001) definitions: communications refer to the rmionent

of information, and transport refers to the movenwdmpeople.

Communication and travel have grown in parallethdlgh a postal service existed in
Britain in Roman times (British Museum, 2009), theoduction of the universal Penny
Post in 1840 marked an important development. Tyane(1937/1962, p.278) asserted
that “for the first time in the history of man” ‘@hpoor” were able “to communicate with
the loved ones from whom they were separated”. dted) the electric telegraph arrived
at about the same time. Then came telephones, fimedn 1879 and about a hundred
years later, mobiles. By the early years of thentydirst century, we were talking on

phones for 250 billion minutes a year and sendiddpilion text messages (Chapter 8).

And there is now the internet, the effects of whighare just starting to see.

Yet we travel too. In 1835, people on average ntalgourneys a year by stage coach
(Chapter 6). The railways replaced stage coaches made travel possible to an
unprecedented extent. Now we make over 1,000 #ipear, totalling over 7,000 miles,

and about double the mileage travelled even 40syagw. In addition and we make some
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70 million trips abroad each year (Department foanBport (DfT), 2008; Eddington,
2006, Vol 2, para 1.1; Root, 2000, p.463). The nebdbgical innovations in both
communications and transport since the 1840s aidghpularity are outlined in Fig. 1.

Fig. 1: Indicative timeline of the availability and use of personal communications and travel
technology: 1840s-2000s.
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Now economists say, glibly, that the growth in dachér communications and travel is

obviously due to economic growth: as people becdmier off they can afford to
communicate and travel more. However, while ecogognowth provides the means, it
does not explain why people choose to spend theingr real incomes on
communications and travel. When the Post Office eygsosing Rowland-Hill's Penny
Post proposal in the late 1830s, they asked “Wlnylshpeople want to send letters just
because it's cheap to do so?” (Daunton, 1985, p.22)economists’ language,
communications and travel appear to be complenratitier than substitutes. The aim of
this thesis is to identify the important factorsdarying the relationship between
communications and travel, to get a better undedastg of why they have grown
together, and to address the question “why are aamuation and travel complements,

not substitutes?”
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Why study this question?

The relationship between new communication techgietoand travel is of interest within
academia and to policy makers. Firstly and obviguslis relevant to the concern about
the environmental impact of travel. Secondly, iresevant to the long-running debate
about the impact of technology on society, in gattir on social solidarity. The rest of

this Section provides a brief overview of these tivemes.

Economic and Environmental Costs of Travel

The Government’s policy, set outTine Future of Transport White Pap@fT, 2004) is
to “manage the growing demand for transport” rathan “simply providing ever more
capacity on our roads and railways, ports and dspdecause “the damage to our
environment, landscape, towns and cities and oalitgof life would be unacceptable”
(DfT, 2004, para 8). The future development of é&faand transport networks is
controversial, and in 2006 three major official@gp appeared:

e The Office of Science and Technology's (OST) Faksi Intelligent
Infrastructure Reportvhich looked at how science and technology cogldived
over the next 50 years to create “robust, sustéenabd safe transport, and its
alternatives” (Foresight, 2006a, pp.16, 18);

* The Eddington Transport Stugdycommissioned by the Treasury and the DfT
which looked at transport’s “long-term impact ore tdK’s economic growth,
productivity and stability, within a sustainablevdlpment context” (Eddington,
2006);

* The Stern Review (2006Report on the Economics of Climate Changn
independent Review” commissioned by the Chancelithe Exchequer.

More recently, in July 2009 the Government publishew Carbon Transport, a
Greener Future which set out its strategy to reduce carbon aomssfrom transport
while not reducing the quality of life (DfT, 2009p.3-4).
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The UK'’s roads are the most congested in Europet(R®00, p.451; Foresight, 2006a,
pl6). The cost of congestion is usually measurdadrims of time wasted by business and
freight traffic. On this basis congestion is esti@thto cost the UK economy some £7-8
billion per annum (in 2005 prices), which is abtle same as is currently spent each
year to “maintain and develop transport infrasttet (Eddington, 2006, Vol 1, p.12;
Foresight, 2006a, p.2). But even though leisunestfdominate the demand for travel
after standard working hours on weekdays”, theyraeincluded in congestion costs
because their “impact on other travellers is mirir(Eaddington, 2006, Vol 2, para 1.53).

Even when leisure time is taken into account in BH&’'s economic appraisals, it is
valued significantly less than work time: at arodislan hour — about the same as the
minimum wage — compared to £20 to £45 an hour farkwiime (in 2002 prices) (DfT,
2007a). Work time is valued so highly becausedtudes the value to the business and
the low valuation of leisure time is based on pewpl'willingness to trade time for
money” (ibid). While DfT's assumptions seem to leodds with the often-expressed
view that we live in a time-poor money-rich socigtys argued that time-pressure has
only affected certain groups (Gershuny, 2000, p736 And despite the growth in trips
and distance travelled, “the time spent each dayegnlar travel activity has remained
constant at an average of 1% hours” (Foresight6l20p.21). Time use is discussed in
Chapter 2.

Furthermore, the DfT’s position underlined Larséals (2006, p.153) point that “policy
discussion of leisure travel has often adoptedhguage which questions the necessity of
such travel”. Larsen et al argued that rather tbamg unnecessary, this travel is
“essential” to maintain society’s “social capitatych as social networks (Coulthard et al,
2002, p.x). If the importance of this travel weeeagnised, Larsen et al argued, it would
have implications for the provision of public traost, for example at weekends (2006,
p158). The Stern Review (2006, Annex 7.c) noted fttiee welfare costs of reducing
demand for travel are high” and it is presumablieast partly in recognition of this high

cost that current transport policy seems to asghateenvironmental targets can be met



Introduction

largely by “decarbonising transport” through theplagation of new technology (DfT,
2009, p.5) rather than reducing the demand foetrav

Social Solidarity

The impact of new technology on the cohesion ofiespchas always been a central
concern of sociology. For example, Marx and Durkhéboth looked, in different ways,
at the impact of the industrial revolution on sbaahesion and “Few ideas saturate
Western thought as does the conviction that moliferas destroyed ‘communities’...”
(Fischer, 1982, p.1). Policy makers share this eonahe Foresight report talked of the

need for strategies to “enhance social cohesiod0g§a, p.11).

Tonnies (1887/1957) introduced the idea that thbes been a change from
“gemeinschaft” — the pre-industrial world of villagy with close, face-to-face ties, where
people are fixed geographically and socially inoenbgeneous and regulated community
— to “gesellschaft” — the urban, industrial worlsh which people are mobile in
heterogeneous and impersonal communities. Whetkewnorld was ever as described by
gemeinschaft or that the modern world is accurawdgcribed by gesellschaft is
debateable. Even more debateable is the undenyihg judgement that gemeinschatft is

good and gesellschaft, bad.

Kranzberg's First Law says that “Technology is heitgood nor bad, nor is it neutral”,
because of long-term unforeseen consequences asésin different contexts, often
arising as a result of widespread use (Kranzbe3§6)L Root (2000, p.463) commented
that more communication and travel have creategpddpnities and pleasures” while
“causing environmental damage and reducing qualitiife in ways that we have not
sought”. Technology brings about changes, for thigeb for some people, at least some
of the time, but maybe not for others. How to wetigh benefits to some against the costs
to others is the basic problem of welfare econonties extreme view, defined by Pareto,
is that a change can only be said to be for theb#tno one is made worse ofdxford
Dictionary of Philosophy1996, p.277).
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Whether any given technological development is goodbad for an individual or for
society is a matter of judgement, but in order kensuch a judgement, the effects must
first be identified and quantified. Castells (20p(B57) said:

“Fortunately while there is technological disconiiy there is in history a great

deal of social continuity that allows analysis ehdencies on the basis of the
observation of trends that have prepared the foomaif the new system over the
past two decades”.

Technological discontinuities are imposed on soca@itinuity, but ‘social continuity’
should be looked at over many decades, if not cestul hope this thesis may be seen as

a contribution to a better understanding of thasegsses and their effects.
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2. The Scope

Communication and travel are very wide topics. Takenthe project manageable, | focus
on person-to-person social communication that igliated through a communications
network (such as the postal service or email) oplires a journey, which could be

regarded as mediated through the transport netvByksocial communication, | mean

interaction with friends and family; something &oto Habermas’s concept of
‘lifeworld’. A key determinant of an individual’sesnand for social communication and
travel will therefore be the number and strengthlimks with other people: in other

words, their social network (Foresight, 2006a, plzrsen et al, 2006). Thus this project
investigates the relationship between social, comoation and transport networks.

Narrowing the topic means that certain areas ofrsanication and travel will not be

covered, in particular:

« confining the project to person-to-person commuiooa excludes broadcasting,
sending information from one to many. This cleatlies out television and radio as
well as RSS feeds and information web sites. Thaxget generated by seeing places
on TV or on the internet is not covered.

e confining the project to social communication exigds business communications,
which depend on the size and character of orgammsaand management practices
rather than on personal preferences and socialonkswThis study does not cover
home-working versus commuting, which arises frone timteraction between
individuals’ decisions on labour supply and geogreal location and the impact of
the industrial structure and planning system. Noegdit cover the choice between

internet shopping and High Street shopping.
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3. The Approach

“The Method | take...is not very usual; for insteddising only comparative and
superlative Words, and intellectual Arguments, Véngaken the course ... to
express myself in terms of Number, Weight or Measta use only Arguments of
sense, and to consider only such Causes, as hsibpéeVirFoundations in Nature;
leaving those that depend on the mutable Minds,niOps, Appetites and
Passions of particular Men” (Pettyolitical Arithmetic 1690 as cited in
Headrick, 2000, p.62)

Following Petty, | use a quantitative approach. c8mally, | have chosen to use
modelling, the benefits of which are discussed iagler 1. In particular, | use agent-
based computer simulation modelling, also calledtiragent based simulation, to create
artificial societies (Epstein, 2006, p.xii). Agdmised modelling has been developed
since the early 1990s (Gilbert, 2007, p.5).

Search of theJournal of Artificial Societies and Social Simudati (JASSS) and an

enquiry in February 2007 on the SIMSOC list
(http://www.jiscmail.ac.uk/lists/simsoc.html), thkey discussion list for “news and
discussion about computer simulation in the soae@ilkences”, suggested that this
technigue has not previously been used to invdstighe relationship between

communications and travel.
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4. Outline of the Thesis

This project investigates the dynamics of the mfship between personal
communications and travel, using agent-based cangunulation modelling. It focuses
on the interaction between social, communicaticsh taansport networks. It is hoped that
the thesis will contribute to the development ofdmliing techniques, to the current
economic and environmental debate about transpadrt@the sociological debate about
the effect of new technology on society. The ngvelt the project lies in using agent-
based modelling, a new technique, to identify thwartant factors underlying this
relationship, to get a better understanding of wbsmunication and travel have grown
together, and to address the question “Why are aamzation and travel complements,

not substitutes?”

The presentation of this thesis is somewhat unatiweal because it uses a new
methodology and because it is so wide-ranging:

e As Gilbert & Troitzsch (2005, p.26) noted, theré'astension” to be resolved in
reporting social simulation modelling, between exmphg the social science
without too much technical detail while at the satmee providing enough
information for the modelling to be replicated, Iregtion being essential
scientific practice. It would therefore not be agprate to simply relegate the
technical material to an annex; it is an esseptal of the thesis. To address this
problem, the technical issues are confined to box#se main text.

e There is no chapter called ‘literature review’ hesm almost every chapter
includes a review of relevant literature: for exdmphe literature on social
networks is covered in Chapter 3 while that onuke of mobiles is covered in
Chapter 8.
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The first two chapters set the general scene:

e Chapter 1Theory and Methodologyriefly reviews theory about the relationship
between society and individuals. It then justifiee use of modelling in general,
and introduces agent-based modelling.

» Chapter 2,Time and Moneysets out the long term trends in time use andhen t
consumption of communications and travel.

The next two chapters deal with networks:

» Chapter 3,Networks discusses the characteristics of and relationbeigveen
social, communication and transport networks aed thodelling.

e« Chapter 4,A New Model of Social Networkgresents a new approach to
generating social networks in agent-based models.

Then:

» Chapter 5A General Modelpresents a general model of communication and
travel that underlies the case studies.

Three long chapters describe the three case studies

» Chapter 6 Mail and Rail explores what happened following the introductidn
the universal Penny Post and the railways, focusm@840 to 1913.

* Chapter 7Phones and Cardooks at the relationship between fixed-line pé®n
and cars, from 1951 to 2001.

» Chapter 8Mobiles and the Interngtiraws on the previous Chapters to develop a
model of digital communications from 1998 to 2021.

Finally, Chapter 9 concludes by summarising thesithediscussing the relationship
between communications and travel, setting out cgolimplications, discussing

methodological lessons and indicating directionddaher work.

A list of acronyms and a glossary are also provided

10



Chapter 1

Chapter 1. Theory and Methodology

This Chapter starts by summarising the sociologdicabry of the relationship between

individuals and society in Section 1. Section 2laxys what is meant by a model and
discusses the benefits of modelling. Section 3 riesx the different types of modelling

technigues available and explains why agent-basedelting is used in this thesis.

Section 4 reviews agent-based modelling of trarisppd communications. Section 5

justifies the type of agent-based modelling usethis thesis and Section 6 explains how
agent-based models work, and how they are designédested. Section 7 summarises
and concludes.

1.1 The Individual, Society and Emergence

According to Elias (1970/1978, p.129) the individaad society are “two different but
inseparable levels of the human world”. A key debaithin sociology concerns the
relationship between the individual and societyesieociety have properties that are not
just the sum of individuals or their actions i®there is emergence? However, the term
‘emergence’ has been used in many ways (Sawyeh, 208; Cederman, 2005; Epstein,
2006, p.31), and so it is important to start byiffang the terminology. It is generally
recognised that J.S. Mill first identified emergenio his Logic, published in 1843,
although he did not use that label. Given thisetbgr with the clarity with which he
expresses the ideas, | make no apology for settihdpis position at some length.

Borrowing from mechanics, Mill (1843/1973, Book,IICh VI, pp.370-371) identified
what he called “the Composition of Causes” in which

“one cause never, properly speaking, defeats strates another; both have their
full effect. If a body is propelled in two directis by two forces, one tending to
drive it to the north and the other to the east ¢aused to move in a given time
exactly as far in both directions as the two fornwesild separately have carried it;
and is left precisely where it would have arrived had been acted upon first by
one of the two forces, and afterwards by the other”

11
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Thus for “mechanical” causation, Mill said:

“we can compute the effects of combinations of eapswhether real or
hypothetical, from the laws which we know to govénnse causes when acting
separately; because they continue to observe the &avs when in combination
which they observed when separate” (Mill, 1843/1,988ok 1ll, Ch VI, pp.370-
371).

Modern writers have invented their own terminoldgythis process. For example Smith
(1997, p.58) used the term “aggregative” whilei€i# (2000) talked about complicated
processes which can have many stages but theoredhips between them are fixed and
can be defined by rules. In modern parlance, Mitfachanical process can be described

as reductionist, because the whole can be redocadét of components.

In contrast, “chemical” reactions, Mill suggestegderate differently:

“The chemical combination of two substances produes it is well known, a
third substance with properties different from thaos$ either of the two substances
separately, or of both of them taken together” (MiB43/1973, Book Ill, Ch VI,
pp.370-371).

This “chemical combination” can be described asrgerece.

In conclusion:

“This difference between the case in which thetjeiifect of causes is the sum of
their separate effects, and the case in whichhetsrogeneous to them; between
laws which work together without alteration, andidavhich, when called upon to
work together, cease and give place to others;ne of the fundamental
distinctions of nature” (ibid, p.373).

During the 1920s, emergence was used to descri@opiena that were unexplainable in
that the characteristic properties of the wholeld¢owot be deduced from the “most
complete knowledge” of the properties of the congmis (Epstein, 2006, p.32). The
concept of emergence is now intimately connectetl thie idea of non-linear, dynamic,
complex systems:

“constituted through a large number of dynamic,-hoear interactions.Living
things, language, cultural, and social systemsaireomplex... complex things
have emergent properties” (Cilliers, 2000).

12
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Strogatz (1994, pp.8-9) explained:
“...linear systems can be broken down into parts.nTéach part can be solved
separately and finally recombined to get the ansBat many things in nature
don’t act in this way. Whenever parts of a systernerfere, or cooperate, or
compete, there are nonlinear interactions going Mast of everyday life is
nonlinear.”

It is therefore essential to be able to look at ¢$lystem as a whole as well as the
individual components, the macro as well as thaanids Bak (1996, p.60) observed, if
faced with a “complex, critical system” i.e. a largystem in which minor changes may
have major consequences (ibid, pp.1-2) then “shglyindividual grains under the
microscope doesn’t give you a clue as to what iagyon in the whole sandpile.” The
idea is that if you pour grains of sand into a pyigal pile, as the pile grows landslides
will occur. These landslides are unpredictable eandbe very large. This sort of effect is

thought to underlie stock market crashes (Gilbeftr&tzsch, 2005, p.10).

How do these concepts apply to society? Mill waisegeciear that the chemical mode did
not apply to society: ihogic (1843/1974, Book VI, Ch VIl p.878) he wrote:

“The laws of the phenomena of society are, andlbmmothing but the laws of

the actions and passions of human beings, unigggttier in the social state. Men,
however, in a state of society, are still men; rthettions and passions are
obedient to the laws of human nature. Men are wien brought together,

converted into another kind of substance, withedéht properties; as hydrogen
and oxygen are different from water...Human beingsoiciety have no properties
but those which are derived from, and may be regbinto, the laws of the nature
of individual man. In social phenomena the Compasitof Causes is the

universal law”.

This view, that society is the ‘simple’ sum of psrts, is echoed today by symbolic
interactionists such as Goffman (1983, p.6) whaiadgthat most of the rules framing

society are created and maintained “from below”.

13



Chapter 1

Durkheim was the first sociologist to talk aboutezgence, although he did not use the
term (see for example, Sawyer, 2005, pp.100-108)kieim’s sui generis argument is
essentially that the interactions of people creatgiety but that society in turn shapes
them:

“Because individuals form a society, new phenomenaur whose cause is
association, and which, reacting upon the consomass of individuals, for the
most part shapes them. That is why, although sod®tnothing without
individuals, each one of them is much more a prodficociety than he is the
author” (Durkheim, 1893/1984, p.288).

Simmel saw society not as a “substance,’ nothingcecete, but an event” in which
“languages, social structures, norms, and convesitiare created through ‘societal
production, according to which all these phenomamnarge in interactions among men’”

(cited by Cederman, 2005).

In the 1960s Coleman noted that by observing tkeractions of many gas molecules,
scientists derived Boyle’'s Law, which describesraggte behaviour, and reasoned that
social scientists could do the same, moving frodividual behaviour to group behaviour
(Smith, 1997, p.52). Coleman argued that “the psdmm system begins and ends at the
macro level, but in between it dips to the levetlué individual” (Coleman, 1994, p.8)
which is the only place that action can occur beeau

“the system level exists solely as emergent praggedharacterizing the system of
action as a whole. It is only in this sense tha&rehis behavior of the system.
Nevertheless, system-level properties will reswg propositions may be
generated at the level of the system” (ibid, p.28).

14
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Coleman identified “three kinds of components tg #meory in which system behavior

derives from actions of actors who are elementi@kystem” (ibid, p.11):

* Type 1: macro-to-micro or structure to individual:

“the rules of the game, rules which transmit conseges of an individual’s
action to other individuals and rules which deriwacro-level outcomes from
combinations of individuals’ actions” (ibid, p.19).

* Type 2: micro or individuals’ action:

“gives rise to different systematic behavior — tisatdifferent social phenomena —
when located in different social contexts whenedight persons’ actions combine
in different ways” (ibid)

e Type 3: micro-to-macro or individuals’ effect omustture.

Thus in Coleman’s view of the world an apparenatiehship between two observed

macro level phenomena is underpinned by micro leeracteristics and action as
illustrated in Fig. 1.1.1 (based on his 1994, k8. 1.2). Coleman has, however, been

criticised for the fact that the arrows flow in gprdne direction, not allowing feedback
(Ritzer & Goodman, 2004, p.491).

Fig. 1.1.1: Coleman’s example of micro-macro interetions.

Observed macro level phenomenon
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In contrast Collins (1981) saw the relationshipwestn individuals and society as a
continuum in time and space, illustrated in FigZ:.the time period under consideration
varies from seconds to centuries; the space franhdtcupied by a single individual to a
‘territorial society’. The lower and further left the diagram, the more micro; the higher
and further to the right, the more macro. Thusrthero-macro question is how to bring

together analysis of activity at the bottom lefillaorner of the diagram with analysis of

activity at the top right-hand corner.

Fig. 1.1.2: Summary of Collins’ (1981) view of miar-to-macro spectrum.
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Collins (1981) proposed linking macro and microotigh what came to be labelled as
‘situationalism’. Institutions are made up of peoo interacting with an institution
means interacting with people. Thus “micro levels imteraction are not between
individuals as isolated social entities, but betweelividuals considered as bearers of the
affairs of larger social units” so that micro ancaro are linked through “interaction
ritual chains” (Collins, 1981 & 1987). Collins (1B8 p.196) identified the
“mesostructure’, the network of repeated encowgiteAccording to Rawls (1992), the
idea of a mesostructure fits with “classical samjital theory” which “has from the very

beginning...incorporated the notion of a middleelewf social connectedness that

generates both individuals and institutions”.
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Habermas, too, acknowledged that interacting wittitutions means interacting with
people, but built on it differently. He saw “sogiets a system that has to fulfil conditions
for the maintenance of sociocultural lifeworlds” vl the lifeworld is “a context forming
background of processes of reaching understandoyg’communication (Habermas,
1987, pp.126 & 151-2). Essentially, in the lifewtbrbeople interact with people as
people, for companionship and emotional supporis the basis of personal life. This
contrasts with interacting with people as represterds of the state and the economy, the
‘system’, when interactions are task-driven andciamal (Myerson, 2001 p.30; Edgar,
2006, p.88).

This view provides a vertical hierarchy: micro la¢ bottom, macro at the top and meso
in between. There is, however, another way of logkat the relationship between
individuals and society, namely the agency-strictduality that does not imply this
vertical structure “since both agency and structae be found at any level of social
analysis” (Ritzer & Goodman, 2004, pp.483-536). &mample is Giddens’ theory of
“structuration”, a set of conditions that goverrhét continuity or transmutation of
structures” — rules and resources — “and theretffoeereproduction of social systems”,
“relations between actors or collectivities, orgaeui as regular social practices” (Giddens
1984, p.25). He saw a duality: “the structural mmdies of social systems are both
medium and outcome of the practices they recunsiogdanize”. Due to the wide scope
of his theory and its lack of clarity, not surpnigly Giddens has been widely criticised
(for example, by Craib, 1992). Gilbert (1995, p.14idggested that Giddens was arguing
that:

“human action is both constrained and enabled loiakstructures, for this is the
medium through which action is performed. Struciarat the same time both the
outcome of knowledgeable human conduct and the unedhat influences how

conduct occurs”.

Richmond (1969) introduced the idea of “verbinduregschaft’, a post-industrial
society characterised by networks. According tohRiond, in gemeinschaft societies
interaction is within communities, communicationn®stly oral and transport by horse
and sail; and in industrial gesellschaft, inter@ctis within associations, communication

is mostly written and transport steam-propelled.cémtrast, in verbindungsnetzschaft
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societies, interaction is through social netwod@nmunication by electronic means and
transport by jet and rocket. Specifically verbingsinetzschaft societies are characterised
by social interaction taking place

“through networks of communication maintained by ame of telephone,
teleprinter, television and high speed aircraft asplace-craft etc. Such
relationships are not dependent on territorial baseface-to-face contact”
(Richmond, 1969).

More recently writers such as Castells (2000, gp&®08), Meyrowitz (2004) and Urry
(2003a) have taken up this idea. Meyrowitz (200djued that as a result of new
communications technologies, the social world sthdag seen as intersecting networks
that allow “the possibility of having multiple, mniitlayered, fluid, and endlessly
adjustable senses of identity. Rather than neeadinfpoose between local, place-defined
identities and more distant ones, we can have thkymot just in sequence but in
overlapping experiences” (Meyrowitz, 2004). Yet, Ssnmel (1922/1955, pp.140-2)
argued long ago, an individual's identity is defingy the many different groups to which
that individual belongs. Thus Meyrowitz appearbécclaiming that this effect is stronger
than in times past and not so tied to physicaltlonaWellman (2000, para 8.3) too saw
digital technologies resulting in a fundamentalrgi@ by enabling connections between
people rather than places because in the placetbamanmeinschaft society people
interacted with one group at a time whereas inraprder-supported social-networked,

gesellschaft society there is much greater scopsotce between social circles.

Urry (2003a, p.122) has taken this further, arguimgt “there is no ‘structure’ and no
‘agency’, no ‘macro’ and no ‘micro’ levels, no ‘seties’ and no ‘individuals’, and no
‘system world’ and no ‘lifeworld™. Instead, he siithere is “relationality” brought about
“through a wide array of networked or circulatiregationships that are implicated within
different overlapping and increasingly convergenaterial worlds”. There is, he
proposed, a “global interdependence” with no tengletowards equilibrium but
containing “pockets of ordering” and “global frats’, the irregular but strangely similar
shapes that are found in very different scalessactioe world, from the household say to
the UN”. Urry appears to be arguing both that tleelvhas changed and that complexity

theory provides a new ways of looking at the world.
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Taking all these writers together, it appears ftiespite the differences in time and
language, there is agreement that individuals acteto produce society which in turn
influences them. According to Gilbert & Troitzs@00Q5, p.11) emergence occurs when

“interactions among objects at one level give tedifferent types of objects at
another level. More precisely, a phenomenon is gemdrif it requires new

categories to describe it which are not requireddscribe the behaviour of the
underlying components”.

Thus societies as a whole are “best considerednasgent phenomena arising from the
interaction of social institutions” where ‘an ingtion’ is:

“an established order comprising rule-bound anddstedized behaviour patterns.
Examples include the family, tribes and other ailéties, organizations, legal
systems and so on” (Gilbert, 1995, pp.149, 151-152)

Using this definition, a church, in the sense of amganisation, is an emergent
phenomenon (Sawyer, 2005, p.13). Or taking an elaifnpm economics, corporations
are emergent phenomena in that they are regardéehakentities in their own right,
independent of their directors, shareholders angl@mees and with characteristics that
do not apply to those people, such as profit. Aedaxample is a conversation: it could
be said to be emergent as it arises out of theaictien of at least two people and has
properties that are separate from those taking pach as duration, measured by elapsed

time.

Furthermore, people can observe and react to emtemeperties. This reaction to
emergent properties in social systems has beerlddb&second-order emergence”,
“intrinsic emergence” or “immergence” (Gilbert & ditzsch, 2005, p.10; Cederman,
2005; Sawyer, 2005, p.172). This is an importaatuee of social systems. For example,
norms are generated and maintained. Another exarimpla economics, is given by the
emergence of prices from the operation of markaetterms of the subject matter of this
study, a traffic jam is an emergent feature (Sanw3@05, p.3). To sum up, society should
be seen as a dynamic, emergent social phenomein@nwith characteristics independent

of individuals — yet created by the interactionnafividuals.

19



Chapter 1

1.2 Modelling

This Section defines modelling and explains itsabiés

Definition
By a model | mean a set of explicit, quantifiabtatements that describes a process:
where
« ‘explicit means that it can be examined and tetgadthers (Epstein, 2008) and
* ‘quantifiable’ means it uses numbers rather thabaledescriptions.
Thus Weber’s ‘ideal type’ is not a model as defimede. However, a model can take

many forms although it is always a simplificatidgilpert & Troitzsch, 2005, p.19).

Model building is an iterative process that maytstath either observation or theory. A
phenomenon may be observed through data, whichd comhe from sources ranging
from ethnographic studies to national surveys aidiaistrative data. Alternatively, the
process may start with an hypothesis: i.e. a plessiestable explanation that draws on
concepts developed in the discipline. The hypothesust then be translated from a
verbal description to a mathematical or computedehoMacy & Willer (2002) suggest
that “computer simulation is more tractable (bwgslegeneralizable) than mathematical
modeling and more rigorous (but less nuanced) tiadural language”. As van der Leeuw
(2005) put it:

“models enable researchers to economically deseribile range of relationships
with a degree of precision usually not attainedhsyonly other tools we have to
describe them: natural languages”.

The model should be “fruitful” in that it contrikeg to the further development of the
theory, and may suggest new data collection ane mmadelling (Friedman, 1953, p.10).
For instance, Keynes’ and Hicks’ macroeconomic tiesoresulted in the definitions of
national income and consumption that are now usedcdllect data and build

macroeconomic models (Akerlof & Shiller, 2009, @p16). Thus modelling is part of an
iterative process:

“True advance can be achieved only through an tiergprocess in which
improved theoretical formulation raises new empiriguestions and the answers
to these questions, in their turn, lead to newritgzal insights.” (Leontief, 1971).
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Benefits of modelling

Modelling is not an alternative to the traditiorsmiciological methods of observation,
interview and survey. Indeed, without this datdezdion modelling would be impossible
and better data collection procedures are neededr¢B& Squazzoni, 2005; Moss &
Edmonds, 2005). Modelling is rather a way of cowksting the data that is available,
bringing together the qualitative and the quantiéatTo quote Barth (cited by Cederman,
2005):

“Explanation is not achieved by a description of fatterns of regularity, no
matter how meticulous and adequate, nor by repjathis description by other
abstractions congruent with it, but by exhibitingnatr makes the pattern, i.e.,
certain processes. To study social forms, it idagdy necessary but hardly
sufficient to be able to describe them. To giveeaplanation of social forms, it is
sufficient to describe the processes that genénateorm”.

A major limitation of the ‘traditional’ qualitativand quantitative sociological studies is
that they are essentially static: they show a dmatpat one point in time. Longitudinal
studies lasting over several years are rare. Samg-running studies (such as the
Government’'sFamily Spending Survesnd General Household Surveyepeat a few
questions at regular intervals over many yearstmsge surveys date only from the 1960s

or later.

Furthermore, these surveys only asked questionsatiige of interest at that time. This
highlights a fundamental problem in studying newhteology. By the time the
technology has been widely adopted and the neestddy is recognised, it is too late to
examine the ‘before’ state. For example, it isidifit to obtain information from people
today about life before mobile phones even thobgly have been widely available only
since the late 1990s; and only those who are migigéel and older are able to recollect
life before fixed-line phones were ubiquitous. st therefore very difficult to obtain
information about the process of change, the dyosnModelling can be used to test

theories about these dynamic processes.

In other words, modelling facilitates experimerdati The difficulty of experimentation

has proved a major stumbling block in the develammef social science as
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experimentation on people is almost impossiblepfactical and ethical reasons: outside
medical research, there are very few circumstandese it is acceptable to apply some
‘treatment’ to one group of people and not to aeothnd observe the differences
(Gilbert, 2007, pp.10-11).

The act of model building itself helps researche&rsthink about a problem and is

particularly helpful in multi-disciplinary work (vader Leeuw, 2005). The process of
modelling can help to clarify an idea (Agar, M.,030 para 5.2), to expose implicit

assumptions that might not otherwise have beereagted, to identify variables that had
not been considered, to raise questions of dedmitir about the form and dynamics of
relationships and to help assess the relative itapoe of various factors suggested by
observation and theory.

Of course precise quantification is rarely if eyarssible in social sciences, but it is
possible to produce indicators of orders of magi@tuikely ranges and ‘best estimates’.
These can indicate whether the theory might expglerobserved data. But explanation is
not the same as prediction. As Epstein (2008) pdinut, we can explain earthquakes in
terms of plate tectonics but we cannot predict #xawhere and when the next
earthquake will occur. Economic forecasts, foranse, have proved to be notoriously
inaccurate. It is sometimes argued (for examplan8y1997) that it is impossible to
make forecasts if the system is ‘complex’, socistga complex system, so forecasts of
social trends are impossible. However, this argurappears to confuse ‘complex’ with
‘chaotic’. Chaotic systems are a special type ofjglex system that are very sensitive to
initial conditions and perturbations, and in chaaases long-term prediction is indeed
impossible (Strogatz, 1994, p.3). But society i generally regarded as a chaotic
system. Thus having built a model of a complexeapstt is always possible to run it
forward to see what would happen. The non-lineaureaof the system may mean that
major changes are unpredictable and it may be natgie to avoid calling the results
forecasts, but it certainly can answer the questisach as “What if present trends
continue?” or “What if policy A is followed ratheéhan policy B?”. Indeed, models can

illuminate important trade-offs and indicate whboeindaries might lie.
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Based on Epstein’s (2008) response to the queStilhty model?”, | suggest that there
are four key reasons to model:

» totest theories of explanation;

* to explore dynamics;

« to formulate questions (and thereby guide datacbdn);

e to examine possible outcomes.
Some 60 years ago Merton (1949, quoted in Boeraa3zoni, 2005) provided a nice

summary:

“the challenge of social science within range ighes to produce big, broad and
general theories of everything, nor to spend timempirical accounts per se, but
to formalise, test, use and extend models to shbtl dn the causal mechanisms
that are behind the complexity of social phenomena”
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1.3 Types of Models

There are, of course, different kinds of modellangnilable and so having decided that
modelling is the appropriate methodology, the nsteige is to consider the type of
modelling approach to use. Two basic classes ofetsodre relevant here: statistical
models and simulation models (Gilbert & Troitzs2B05, p.16). Statistical models focus
on correlations between variables, typically at goet in time (Gilbert & Troitzsch,

2005 p.18). In contrast, simulation models can beduto investigate dynamic social
processes (Gilbert & Troitzsch, 2005, p.18; MongeC&ntractor, 2003, p.100). The
development of computational social simulation nilaag started in the early 1960s

(Gilbert & Troitzsch, 2005, p.6) with systems dynesn Next came microsimulation,

followed by agent-based simulation. The rest of thection describes each simulation

method in turn.

Systems dynamics

Systems dynamics modelling is a macro, top-downcaah. It uses equations to model
how a system of interacting variables moves frome etate to another over time. For
example this approach was chosen by UK phone sipBIl to model phone uptake
(Lyons et al, 1997). While such models can be wample — as illustrated in Box 1.3.1 —
they add little to our understanding of the undedydynamic processes.

Box 1.3.1: Example of a systems dynamics model efchnology adoption.

The logistic equation, devised by Verhulst in 1838 to describe the growth of populations
(Strogatz, 1994, pp.22-23) can be used to produce a simple adoption model that displays the
classic S-curve.

Working through the mathematics and translating the equation into words, it says that the take-up
at any given time depends on the take-up in the previous period and the growth rate. Specifically
the increase between one year and the next is given by:

% adopters x % of non-adopters x % growth rate
Thus if adoption is currently 20 percent and the growth rate is 10 percent, then adoption next year
will be (20% x 80% x 10% =) 1.6 percentage points higher i.e. 21.6 percent.

Because of the way in which the change in adoption depends on the level of adoption, the system
is said to be non-linear (Strogatz, 1994, pp.9-10).
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Microsimulation

Microsimulation takes a set of data about a popriat of people, households or firms —
and applies rules to reflect changes, enablingrbdeller to look at the overall impact
(Gilbert & Troitzsch, 2005, p.8). Unlike the systemilynamics approach, which focuses
on changes to distributions at the population leweicrosimulation models permit
changes to each element of the population distabuiMacy & Willer, 2002). Such an
approach is particularly useful for modelling pglichanges, to see who is made better or
worse off by tax changes for example. However, calgin allowing for differences
between individuals, microsimulation does not repre the interaction between them
(Macy & Willer, 2002). For that, agent-based sintigia is required.

Agent-based models

“The best way to determine which social properées real, to determine the
proper relation between individual action and dosteucture, to determine the
role of symbolic interaction in the micro-macroKjnand to identify the full

complexity of the mechanisms of social emergend® isombine the empirical
study of socially embedded communication with nycldonstructed artificial

society models” i.e. agent-based models (Sawy&5 20145).

Agent-based simulation grew out of research on ineat dynamics and artificial
intelligence and was facilitated by the arrival pgrsonal computers in the 1980s and
early 1990s (Macy & Willer, 2002; Gilbert & Troitzls, 2005, p.6). An agent-based
model is a computer program that creates a worltetdrogeneous agents in which each
agent interacts with other agents and with the renment. These simple, local
interactions can generate complex, emergent belmavglobal patterns that can be
compared with macro phenomena such as diffusionfefmation or technology (Gilbert
& Troitzsch, 2005, pp.11-12; Macy & Willer, 200Zpee Section 1.) Yet it is more than
that, for it establishes a link between the indinadand the group, between the local and
the global, between the micro and the macro. Thef&ature that differentiates agent-
based models is that interaction between heterogsnegents is allowed, unlike
microsimulation which permits heterogeneity but mderaction and systems dynamics
which permits neither. (For an exploration of th#edence between agent-based and

systems dynamics models, see Hamill, 2007).
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Macy & Willer (2002) summarised the situation thus:

“Computational sociology has traditionally used slation to forecast social
trajectories based on statistical associationsgusiodels that are highly realistic,
empirically grounded, and holistic. In contrasteagbased models use simulation
to search for causal mechanisms that may undddiestscal associations, using
models that are highly abstract and microsocial.”

Van Dyke Parunak et al (1998) argued that agergeébasodelling “is most appropriate
for domains characterized by a high degree of inaabn and distribution and dominated
by discrete decisions”. Agent-based models areicogatly well-suited to use for
experimentation (Macy & Willer, 2002; Cederman, 208oss & Edmonds, 2005). In
agent-based models, both the structure of the wamttl the types of interaction can be

varied and the different outcomes compared.

Macy & Willer (2002) claimed that “sociology hagytged behind other social sciences in
appreciating this new methodology” and the Fordsigport (2006a, p.26) described it as
an “exciting area of development”. In their intration to the special issue of the

American Journal of Sociologgevoted to agent-based modelling, Gilbert & Abbott
(2005) argued that:

“the most important changes in social science cdatjmn have come in the use
of computers to ‘think through’ the implications lbéiman actions within given
social structures—action in networks. Such ‘agerseld modeling’ has been
applied to everything from the diffusion of normmlannovations to voting.”
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1.4 Agent-based Modelling of Transport and Communications

Agent-based modelling been little used in transpbransport modelling has, however,
been undertaken since the mid-1950s using the “&iage model” to answer the
questions how many trips will be made, to wherewhgt mode and which route? (Batty,
1997; Bates, 2000.) Hensher & Button’s 600-p&tgndbook of Transport Modelling
published in 2000 has no reference to agent-basekblimg. But since 2000 there have
been five workshops ilgents in Traffic and Transportationith papers published in
Transportation Research C (Klugl, 2009) althougkrast in that forum has focused on
freight and logistics: for example Davidson et 20q5). Transport-related agent-based
models are designed to answer the same questioihe asarlier four-stage models and
tend to be geographically based: they model trafftbin a city, a region or even whole
country. For example, the US model, TRANSIMS (2088p very detailed, activity-
based

“agent-based simulation system capable of simigatime second-by-second
movements of every person and every vehicle thrdhghransportation network
of a large metropolitan area.”

Raney et al (2002) took a similar approach to madaffic across the whole of
Switzerland. At the other extreme, Kligl & Bazz@&9@4) looked at drivers’ decision-
making while commuting and both UCL’s Centre forvAdced Spatial Analysis (2008)

and Lotzmann & Mohring (2008) have examined flowpedestrians.

Although there are ad hoc studies, such as thatybys et al (1997) referred to above,
there is no comparable body of literature dealirigp wommunications. This may be, in
part, due to the fact that provision of electroo@mmmunications has, in the UK, been
largely left to the private sector in recent yealsle provision of highway infrastructure

has remained the responsibility of the public secto
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However, Mokhtarian & Salomon (2002) identified eébar modelling approaches to
identifying the relationship between communicatiand travel:

* macro modelling of the relationship between tramsand communication sectors
in the economy such as Selvanathan & Selvanat884j1 discussed in Chapter
2 — but they concluded that such methods “offereansight into behavioural or
other causal mechanisms”.

e application-specific micro studies that “take aegivset of telecommunications-
based activities and attempt to calculate the meiact on travel”, usually based
on survey data.

e activity-based micro studies based on time-useiediarThis is a recently
developed method.

No mention is made of agent-based modelling.

This newness means that the techniques are stitrutdevelopment. The use of agent-
based modelling is therefore part of the noveltyhi$ thesis. Indeed, this project goes
into areas that are still regarded as “difficulGilpert, 2006): innovation, culture,

networks and history.
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1.5 Agent-based Models in this Thesis

This Section describes and justifies the type a@nadpased models used. Agent-based
models can be divided into three broad types (Datidl., 2004; Boero & Squazzoni,
2005):

* highly abstract models;

« theoretically based models for investigating pheeaoa that share common

features;

» case-based models.
This thesis uses the latter two types. In otherdsipthey fall between detailed evidence-
based models and more general, abstract modelg.arbeneither examples of Axelrod’s
KISS (“Keep It Simple, Stupid”’) models nor of Ednisn& Moss’ KIDS (“Keep It
Descriptive, Stupid”) models (Hassan et al, 2008)ere is arguably nothing wrong with
that: “Neither the KISS nor the KIDS approach wiNvays be the best one, and complex
mixtures of the two will be frequently appropriat@dmonds & Moss, 2005). A case for
doing just that has recently been made by JansX¥9( para 5.5). A model of social
networks (presented in Chapter 3) is used to crismtdbasis of a general theoretically-
based model of the adoption and use of communitatiodes (presented in Chapter 5) to
develop case studies (in Chapters 6, 7 and 8)ttlgather cover the years from 1840 to
2021. The justification for taking this long vies/set out below.

Although some have argued that theories of sodiange should be “grounded” in
historical analyses (Stinchcombe, 1978, p.1; Tl981, pp.7-8) others have claimed that
that history and sociology are different discipinaddressing different questions. Weber
(1921/1968, p.19) distinguished between sociolagylastory thus:

“Sociology seeks to formulate type concepts ancgegdmuniformities of empirical
processes. This distinguishes it from history, Whis orientated to the causal
analysis and explanation of individual actions,ustures, and personalities
possessing cultural significance”.

Following this line, Burke (1980, p.33) claimed tthastory is the study of particular
events while sociology is concerned “with geneeald”. However, Goldthorpe (1991)
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claimed that sociology must “always be a historiiatipline”. Tilly (1981, p37) argued
that “sociology grew out of history” and dismissiis “conventional division between
‘generalizing’ and ‘particularizing™ (ibid, p.7)nstead he said that historical analysis is
distinguished from sociology by its “integration ¢ime and place”, adding that
sociologists attempted to create a “timeless nhtscaéence of society” (ibid, p.38).
Giddens (1979) argued that by re-introducing timi isociology, the two disciplines
became “methodologically indistinguishable”. Whitet supporting Giddens’ strong
view, Abrams (1980) acknowledged that there is “cwn ground” in that “both seek to
understand the puzzle of human agency and bothtsegd so in terms of processes of
social structuring”. Thus for example events in lifeeof Queen Victoria are the concern
of history and not sociology while both disciplinBave a legitimate interest in the

everyday life of people during her reign.

Nevertheless Goldthorpe (1991) argues that sodgikgnterested in social change
should only turn to history when other means, sash‘life-course, cohort or panel
studies” are not available, that is when:

“their concern is with social change that is intfaistorically defined: that is, with
change not over some analytically specified lemjttime - such as, say, ‘the life-
cycle’ or ‘two generations’ - but with change oweperiod of past time that has
dates (even if not very precise ones) and thatladed to a particular place.”

This is because, he argued, historians are alwesggated by the availability of material
that has survived from the past while sociologests collect new data. Yet Tilly (1981,
pp.13-14) claimed “the supply of information abtlu past is almost inexhaustible” and
the problem faced by historians is to select wiiiata to use. But Goldthorpe has a more
subtle point concerning data. When sociologistshis®rical data, he complained, they
usually use the analysis of others, thus “grandohcal sociologists” are offering

“interpretations of interpretations”.

As noted in Section 2, there is a particular proble studying the impact of new
technology in that it is simply not possible to koat the ‘before’ situation in the present.
Thus | believe that this case meets Goldthorpeatseran for using history in sociology.

This thesis is looking at changes over many lifespmot just one or even two. As for the
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problems with using historical data these are, ymmw, no different in kind from using
modern secondary sources, although in practiceliagg to be treated with even greater
care. | take the line espoused by Phelps Brown2)L8V his presidential address to the
Royal Economic Society, that by studying historywe” do gain understanding: our

experience and awareness are extended, our ptgetiganent is informed”.

Nevertheless, it is argued that the current digitmhmunications revolution is somehow
different from what has been seen before and tl® iganot relevant. For example
Cairncross (2001, p.3) said:

“The innovations taking place in electronic comnuaions will be far more
pervasive than some of the advances with which #neyoften compared such as
the railways or the telegraph”.

However, Cairncross underestimated the impactefdiiways. For example:

e according to Cairncross (2001, p.1) the car ligtaivomen to travel yet
Simmons (1991, pp.332-3) pointed out, as early &4 lit was noted that the
railways had enabled “the fair sex, and particylast the middle and higher
classes” to travel independently.

e according to Cairncross (2001, p.2) planes fatddathe growth in tourism
enabling “ordinary tourists to visit places thatresence the preserve of the rich”.
Yet in 1832, it was predicted that Brighton would huined for ‘fashionable
society’ by the arrival of the railway (Simmons,919 plate 41): different times
and places, same phenomenon.

Aldcroft (1992, p.75) talked about the “enormouiiui@nce the railways had on society as
a whole. In terms of mobility and choice, they atfldenew dimension to everyday life”. |

think that much the same could be said for theeriirdigital communications revolution.

Ling et al (2005, p.81) noted “communications seiat new mediation systems must
necessarily draw on elements from existing estiadtisgenre”. | suggest that the ‘death
of distance’ has been a continuing process, putedudy significant changes in
technology. Unlike Cairncross (2001), | do not &ed that what we are seeing today is
essentially a new phenomenon but rather a contoruaf a very long historical trend
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and thus there are lessons to be learnt from teegimut what is happening today and

what might happen tomorrow.

Agent-based models can make a significant contabub the understanding of the past.
Two notable examples are:

« The Evolution of Organised Society (EOS) projecikied at the development of
the Upper Palaeolithic society in France that soemted with the well-known
cave art. An agent-based model was used to examowehe society could have
evolved from hunter-gatherers to become more comptentralised and
territorial due to environmental changes that a#écthe food supply. In the
model, agents were able to “perceive their enviremimand other agents,
formulate beliefs about their world, plan, decidit courses of action and
observe the consequences of their actions”. Theehsltbwed that, by grouping
together, agents had a better chance of survivehwhsources were scarce and
that, if hierarchies formed, they continued eventhkere were temporary
disruptions. (Gilbert & Triotzsch, 2005, pp.195-19Foran & Palmer, 1995;
Gilbert, 1995).

» The Anasazi tribe in the south-west of the Unit¢at¢s were a near-subsistence
level farming community who survived for some 3,8@ars before disappearing
about 1300, leaving a substantial archaeologioabrce The aim of the project
was to gain some understanding as to why they plesapd: was it a result of
environmental or cultural changes? Although the ehagcluded “only the most
basic environmental and demographic specificatidnfas able to reproduce the
change in population size and distribution and ged “a clue” to the relative
importance of these factors. By quantifying thetiligr and mortality of the
population, their food requirements, the size efrtharvests and so on, the model
made it possible to assess the “relative magnitudfethe environmental and
social determinants. The model suggested while renwental factors were
important, the tribe could have survived and thileofactors, perhaps cultural or
disease, played a role (Axtell et al, 2002; Axt2006). (This model was recently

confirmed by Janssen, 2009.)
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Both these projects were substantial, involving ynparson-years of effort (Gilbert &

Triotzsch, 2005, p.197; Axtell, 2006). Here the amast, of necessity, be more limited.

Sawyer (2005, p.162) noted that current modelseeitfenerate the micro-to-macro
processes while the macro-to-micro are programmeedyice versa, and argued that
attempts should be made to do both simultaneoksly.dynamical models of society, as
envisaged for example by Asimov (1951/1975Fwmundationmay be a laudable long-
term aim but at this stage neither the data nomtbdelling techniques are sufficient to
produce such models. As Moss & Edmonds (2005) saidch descriptive modelling at
a low concrete level will probably be necessarybetuccessful and useful more general
theory can be developed”. | suggest that there isase for obtaining a better
understanding of social processes by using simpbelefs in narrow domains. In
particular | propose that the micro-to-macro preesswill be generated, leaving macro-

to-micro links — ‘practices’ or norms — to be impds
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1.6 Building, Running and Testing Agent-based Models

This Section explains in general how agent-basedetsaare built, and how they can be

tested. (Further technical issues will be discussethey arise.)

Building an agent-based model

The model comprises agents in a space. The adgmmselves are models of actors in the
sociological sense. Usually, an agent represeniseraon, but it can represent a
household, a firm or even a nation for example (&, 2007, p.15). Heterogeneity of
agents is a key feature of this modelling systeatheagent may have a unique set of
characteristics and behaviour rules (Epstein, 2@51). The agents are distributed
across a space envisaged by the modeller whichrepgsent a landscape or a social
network for example (Epstein, 2006, p.52). They raydistributed randomly across the
whole space or according to some other principhe 3pace is typically two dimensional
and may have boundaries or be continuous. The bmivawles specify how agents

interact with neighbours or their local landscape.

Various packages are available with which to bsiadth models. NetLogo (Wilensky,
1999) was chosen because it is the most acceswibose who are not expert
programmers, while providing sufficient flexibility build all but the largest and most
complex models (Gilbert, 2007, pp.80-1). “NetLog® a programmable modeling
environment for simulating natural and social pheana”, largely written in Java.
(Wilensky, 1999). It is “particularly well suitedof modeling complex systems
developing over time. Modelers can give instructicil hundreds or thousands of
‘agents’ all operating independently. This makegastsible to explore the connection
between the micro-level behavior of individuals @ne macro-level patterns that emerge
from the interaction of many individuals” (ibid} is well-documented, with a manual
and a model library, and is supported by an ontiaemmunity. However, it can run
slowly. Also, it is also not well set-up for colterg and analysing output. This was done
by producing .csv files which were then assemhted Excel files using macros. All the

models reported in this thesis were produced usgngion 4.0.4.
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According to Wooldridge and Jennings (1995, citedilbert & Troitzsch, 2005, p.173)
agents typically have autonomy, social ability,ctedty and proactivity. Gilbert (2007,
p.37) and Macy & Willer (2002) explained these temms follows:
e autonomy: there are no authorities telling agentstwo do, rather the agents
follow the rules that are programméaey are self-organised
» social ability: agents interact with one anothier example, influencing and
imitating
* reactivity: agents react to their environment, smes indirectly influencing one
another by changing their shared environment

* proactivity: agents can take the initiative to uersheir own goals.

These ideas are, however, rather difficult to impat. Gilbert (2007, p.37) suggested an
alternative formulation of agents’ characteristics:
* perception: agents “can perceive their environmeantiuding other agents in the
vicinity
» performance: agents have “a set of behaviours thay are capable of
performing” such as moving and communicating
* memory: of their “previous states and actions”

» policy: “rules, heuristics or strategies” that detgne what they do next.

Agent-based modelling comprises four steps (Giju2007, pp.52-55; Windrum et al,
2007, paras.4.4-4.6).

1. Identify a set of ‘stylised facts’ to be reproduaedexplained: a stylised fact is “a
simplified presentation of an empirical finding” i{k&ert, 2007, p.127), usually at
macro level.

2. Build a model which reflects evidence about micehdwiour. This involves
specifying the agents and their behaviour in déifiercircumstances, how they
interact with one another and with their environmen

3. Use the stylised facts to limit the parametersiaitdl conditions.

4. Use the model to explore the determination of thdised facts including

verification — checking whether the program is wogk as expected — and

35



Chapter 1

validation — assessing whether the simulation goad model of the process

under examination.

Verification and validation

As noted in Section 2, building a computer modgunees translation of a theory, or set
of theories, into a computer program. Two distihgies of verification are therefore
necessary.

* The first is a mechanical process, to check thatgiogram is doing what is
intended. This is an ongoing process, in particulavolving step by step
programming and other articles of “good practice” st out, for example, by
Gilbert (2007, pp.64-67). For examplexishould be divided by then it can be
checked thax is indeed being divided byby looking at the intermediate output.

« The second is to check that the model appropriatdlgcts the concepts and the
theory, a more difficult process.

The models presented in this thesis were verifeedpgpropriate.

Validation is yet more contentious. Because agastdl models are stochastic, the output
of each runs varies (Gilbert, 2007, p.55). Thiseaitwo questions.

e How many runs should be produced?

e How should these runs be compared with the obseatataf
The more runs, the more confidence can be placdgeimesults. But the more runs, the
longer the time taken and the larger the data fitede analysed. There is no clear
guidance on this topic. Basic statistical theorggasts 30 is sufficient and frequently 30
or 50 runs are undertaken (e.g. Axtell et al, 2@)&stein, 2006). The results reported in
this thesis are based on 30 runs, with one exaefioted in Chapter 4). To compare the
output of the model with observed data, the avefageach period over a set of runs is
taken although this average may never actuallyeka & any particular run (Axtell et al,
2002). To provide an indication of the variabilithe standard deviation is frequently
quoted.
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Goodness of fit can be measured using standandtstalt measures. If the model does
not remotely fit the data then it cannot be a gowdlel. Friedman (1953, pp.8-9) argued
that “the only relevant test of the validity of ggothesis is comparison of its predictions
with experience” although, in line with Popper (58D72, p.41), he added “factual
evidence can never ‘prove’ a hypothesis, it cary dail to disprove it". For instance,
because communication and travel have both risen time, it is easy to create models
that show both rising over time. If X rises ovendéi and so does Y, is X causing Y? Or Y
causing X? Or are both caused by a third factorwlHich may simply be time? As
Friedman (1953, p.9) elegantly put it: “Observedtgaare necessarily finite in number;
possible hypotheses, infinite”. In other words, snanodels can fit the data. This is
variously described as “underdetermination” or tidentification problem” (Moss,
2008) and, it is argued that it is a more seriogblem in non-linear systems than in
linear systems (Richardson, 2002). More recenthd an the context of agent-based
models, Epstein (2006, p.53) stated “generativdicsericy is a necessary but not
sufficient condition for explanation”. To be judgadjood model, it must also make sense
at the micro level (Epstein, 2006, p.53).

While goodness-of-fit can always be improved byiagianore explanatory factors, there
is a trade-off between goodness-of-fit and simylicToo much fine-tuning can result in
reduction of explanatory power because the modabrnes difficult to interpret. At the

extreme, a model “might become as complex as thewerld and therefore just as
difficult to analyze as the phenomenon being sitedlaproviding no explanatory power”
(Sawyer, 2003). There is, therefore, a paradox teevehich there is no obvious solution.
Despite its apparently scientific nature, modellisga matter of judgement. Doran &
Palmer (1995) advocated

“A standard modelling principle is that the leveldacomplexity of a model
should be chosen so that it answers the questiotisembodies the theoretical
elements we are interested in, but is otherwisaraple as possible.”

That principle is followed here.
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Sensitivity analysis and the investigation of cemnéxamples should be undertaken.
Sensitivity analysis takes key variables and chartgem by small amounts. This is
particularly useful if there is uncertainty aboutetexact value: for example, the
sensitivity of the results to adding or subtractifigpercent to the variable in question can
be tested. Using counter-examples takes key vasgadhd assumes that they behaved
quite differently. For example, if it were knowratithere was economic growth over the
period being modelled and this has been built itheomodel, then a counter example is
to run the model with economic growth set to zémahis way, the characteristics of the

dynamic process modelled can be explored.

To sum up, the aim of validation is to see to whkstent the observed macro level

patterns can be explained by micro level interastid-or example, by assuming certain
values that seem reasonable from the literaturéhdne characteristics of agents or types
of interactions, can the aggregate statistics Ipbaged? Goodness of fit is necessary, but
not sufficient. To be acceptable, the model mussghe macro goodness-of-fit test and
be based on justifiable micro assumptions.
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1.7 Summary and Conclusion

This Chapter opened with a discussion of the wighip between individuals, society
and emergence. It noted ideas about society asea Htage vertical hierarchy (micro,
meso and macro), other views based on the agenotste duality and more recent
ideas about society as intersecting networks. tickmled that there is agreement that
individuals interact to produce society which inntunfluences them and that society
could be seen as a dynamic, emergent social phetmmaeated by the interaction of

individuals.

The next Section discussed modelling. A model wafndd as a set of explicit,
quantifiable statements that describe a procesgdtargued that building such models is
important in promoting the scientific analysis ot&l phenomena and these models can
assist constructive thinking about a question i tways. First, the act of modelling
encourages clarification of both the concepts dmal theory and helps to formulate
questions. Second, the outputs of the modellinggs® may improve our understanding

of social phenomena and help to formulate furtherstjons and data requirements.

Section 3 explained that agent-based modellindgnasen for this thesis because it offers
a way of looking at how individuals and societyenraict, unlike the alternatives, systems
dynamics and microsimulation. Part of the noveltyttos thesis lies in using this new
modelling technique, which, as noted in Sectiomas not been used extensively in the
modelling of transport and communications. Différg/pes of agent-based models were
discussed in Section 5, which also touched on éegtionship between sociology and
history and the useful contribution agent-based et®odould make to our understanding
of the past. The principles that underlie the bogdand testing of agent-based models
were set out in Section 6 and it concluded thdie@cceptable the model must pass the
macro goodness-of-fit test and be based on juslieicro assumptions. Finally, it was
explained that NetLogo was chosen to implement rtfaglels in this thesis due its

suitability for those who are not experienced paogmers.
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Chapter 2: Time and Money

Time and money are both scarce resources. Justestafford (1991) argued that time is
“the fundamental scarce resource”. There are odljh@urs in a day and we have to
decide how to allocate our time between competiamahds within this fixed time
budget. If we want to do something new, we havgite up something else. The longer
time people spend working, the more money they havspend but the less time in
which to spend it: “the consumer’s problem is tfene to allocate time and money
income” (Gravelle & Rees, 2004, p.82). While theaa never be more than 24 hours in a
day, incomes can rise (or fall). Hagerstrand (19469 identified ‘capability constraints’
of time and distance. The key time constraintstleebiological needs to sleep and eat.
The distance constraint depends on the “abilityntove or communicateand the
conditions under which he is tied to a rest-pladééw modes of communication and
transport have relaxed this distance constraint.

This Chapter looks at the relationship between tamd money, communication and
travel. Three questions are addressed:

* to what extent are communication and travel limigdime and money?

» are communication and travel necessities or lus@rie

* how are expenditure on communications and travaled?
Consumption has been studied in all three soci@nse disciplines, most notably
economics (Baudrillard, 1970/1998, p.69; Fine, 2Gq0D255). Although economics can be
criticised for its narrow view and its restrictimesumptions (see, for example, Fine, 2002
pp.125-154), it is the study of the allocation chixe resources and so this Chapter
primarily uses tools developed by economists. Tinst two Sections discuss the
budgeting of time and money respectively. Sectia@x@mines the relationship between
expenditure on communications and expenditure ansport. Section 4 returns to the

three questions.
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2.1 Budgeting Time

Measuring time use is not straightforward for twaimreasons. First, the way the time
use data is collected can affect the results (J&st8tafford, 1991; Gershuny, 2003).
Second, there is the problem of how to record dietsz Howsoever detailed are the
categories used, there remains the problem of tasiing. If you are watching TV while

doing the ironing, how is that recorded? More pattrly, if you are using your

computer to order your groceries, are you shoppmgpmputing? Yet the overall picture
from a wide range of sources is remarkably consisfeEhis Section starts by describing
the pattern of time use in 2005. It then looks @t lime use has changed in two key
areas: working hours and the use of leisure. Ih tiuens to time spent communicating

and finally, time spent travelling.
Time use in 2005

Following Gronau’s (1977) broad classification, Rid.1 shows how people in Britain in
2005 on average spent their day, the average ltakamn over all adults, working and
non-working:
* nearly half of their time was taken up with perdarad biological maintenance
such as eating and sleeping;
* aquarter was spent on paid work and unpaid domestik, which a third party
could be paid to do;
* over a quarter was left free for other activitigenerally leisure where third-
party production is conceptually impossible: 40cpet of free time was spent

socialising and travelling (including commutingdgtright panel).
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However, these averages disguise the fact that peogile reported travelling, but only a
minority reported having contact or going out witlends and family or spending time at
home with them. Thus those who did report sociaisspent much longer than the

averages indicate: between 1 and 3 hours (bottoralpa

Fig. 2.1.1: How the average day was divided in Bgin in 2005.
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Changes in time use: less work, more leisure

Over the long term, the main change in time useld®® a reduction in work hours.
Gershuny (2000, p.32) noted that “industrialisiragisties” are associated with “long
hours of work for the subordinate classes” whefeaslern/post industrial societies” are
associated with “declining work time providing oppmities for increasing
consumption”. Fig. 2.1.2 shows that from the mideteenth century to 1979 the average
hours worked halved, mostly due to the reductiofulistime working hours, particularly
for manual workers between the 1950s and 1970stliglat et al, 1982, pp.66-67;
Gallie, 2000 pp306-7). “For the wider workforcee thicture from 1979 to 1998 is one of
remarkable stability” (Gallie, 2000, pp.306-7). &n1998, this trend to shorter hours
appears to have continued: while about a quarteallysworked more than 45 hours a
week in 1998, this had fallen to a fifth by 200M®, 2007a, Table 8).

Fig. 2.1.2: Annual hours worked per worker: UK: 18%-1979.
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However, these averages disguise a very importaftitaer the last half century or so,
namely the move of women into paid work. Since 19614 men on average, there has
been a reduction in paid work and an increase paighwork; for women, the opposite,
as shown in Fig. 2.1.3 (Partridge, 2005; Gershaf92). Nevertheless, women still have

more leisure now than in 1961.
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Fig. 2.1.3: Change in time use between 1961 and BO@dults, 25-65: UK.
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These figures seem to counter the popular view wWetnow have less leisure time.

Partridge (2005) suggested that moving from singldual income households has, by
reducing the time that neither partner is workicrgated the perception of lack of leisure
time. In addition, Gershuny (2000, pp.5-7) argusat in “the developed world in the last

third of the twentieth century”, there has beerréaersal of the previous status-leisure
gradient. Those of higher status previously hadenkeisure, and subsequently had less of
it than those of lower social status”. Partridgeé0®) argued that because it is these “high
status” individuals who write academic and medi&las that there is a perception that

there is a shortage of time.

It was envisaged that as economies grew, peoplédvemjoy more leisure. For example,
in 1931 Keynes suggested that “with no importantswand no important increases in
population” by 2030 there would be a 15 hour wagkimeek with the main problem
being how to use our leisure (Keynes, 1931, p.36Bgre has, of course, been a major
war (World War 2) and the UK population has incezhby about a third (ONS, 2009a).
So, although working hours have fallen, they hawt fallen as much as Keynes

predicted. It appears that people have chosenkt game of the benefits of economic
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growth in terms of more consumption rather than ent@isure. (Technically, the
substitution effect — using higher income to buyrengoods — has outweighed the income
effect — buying more leisure (Gravelle & Rees, 2004.77-85)). Put more prosaically,
earning more money and having less, but higheritgu#tisure is preferred to having
less money but more time. This desire for high iqp#&isure time emerges from studies
of consumption: time-using goods that increasedhality of time spread much faster
than time-saving goods that increase the quanfityee time (Bowden & Offer, 1994,
Tellis et al, 2003).

Changes in time use: changing leisure

Not only has the amount of leisure time increasmd, the use of that time has also
changed. As Fig 2.1.1 shows, much time is now spething TV. Yet 50 years ago,

few people had TV. What activities have been giupnio accommodate this increase?
The BBC conducted time budget studies in 1939 &% Wwhen there were virtually no

TVs, and compared the results with a similar stadgducted in 1975, when almost
every household had one. The BBC concluded that:

“It could be that the working day has shortened, thare is also the possibility
that the attraction of television has reduced #mdéncy to spend time ‘doing
nothing in particular” (BBC, 1978, p.641).

It now appears that the internet is displacing B\t different research methods produce
different results (see for example Kraut et al, ®0Gimple comparisons of users and
non-users is misleading to the extent that they difeerent types of people, the

heterogeneity problem: the better educated, whokaosvn to watch less TV also use
computers, so the use of computers will be assmtwaith less TV watching but has not
necessarily caused it (Gershuny, 2002; Gershur§3)20 he heterogeneity problem also
arises in relation to the impact of broadband aerimet use where it was found that
broadband users spent longer online than narrowhssets (Ofcom, 2007, p.21;

Anderson & Raban, 2007, p.47). It is not clear tmtvextent this finding due to the fact
that those who were keener users of the internet were likely to move to broadband

rather than to changes in behaviour (due, for nt&ato lower marginal costs when

narrowband access is charged per minute and broddéaot).
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Yet Anderson & Raban (2007, p.59) argued that &hsrsimply not that much slack in

most people’s lives for major shifts in behaviortie short term”. This is supported by
Gershuny (2007, pp.277-8) who reported that while proportion of people using a

home computer had risen markedly between 1985 @08, 2he time spent using a PC
remained at about 2 hours a day. However, by aut20®7, half of internet users were

spending more than 5 hours a week online at homge ZFL..4) and the average time spent
on the internet had increased from 9 minutes ad@p04 to 25 in 2009 (Ofcom, 2009b,

p.18).

Fig. 2.1.4: Time spent online at home: 2007.
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Since 2003, time spent watching TV has fallen amymgng adults “as they divide their
time between an expanding range of media consumgdiivities” (Ofcom, 2009b,
p.128). But the picture is blurred by the fact th@tpercent of internet users say that they
watch TV at the same time as using the internetd@®f 2008a, Table 109). Time may,
however, have been taken from non-leisure acts/ighile Gershuny (2000, p5) argued
that the time spent sleeping can be treated asistand, Taheri (2006) suggested that
children and adolescents found time for TV, compgtmes and use of the internet and
mobile phones at the expense of sleep. By earl®,28Ghird of internet users thought

they spent too much time online (Dutton et al, 2G089).
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Time spent communicating

As shown above, people report spending only a femutas a day communicating. Yet
as Emler (1994, p.125) concluded: “people spendeatgleal of time in conversational
interaction. The average is likely to lie betweeén and twelve hours a day” and that
“should we reflect upon other things that humanghnbe doing with their waking hours,
we can begin to see that very few of the possisliexclude talk”. Thus the time-study
results showing:

“an average of a mere 15 minutes or so per daytdduo conversation, indicates
that the category must wildly underestimate the @mof talking that does occur
between persons” (Robinson et al, 1972, p.136)

Yet in the 1965 multinational time use study in @bhiconversation was generally
recorded as a secondary activity, some 80 percergadicipants in France, West
Germany and the US recorded spending only some wsha day in conversation
(Robinson et al, 1972, p.140). These findings stiat there is a fundamental problem in
measuring the time spent on interpersonal oral comecation, what could be called the

‘embeddedness’ of talk.

While it may not be possible to reliably measumeetispent in face-to-face interaction, in
theory it is possible to measure the time sperdldpg on the phone. In 2008, on average
4%, hours of voice calls were made a month frondesdial lines and in addition people
were spending over 2 hours a month talking on tmaibiles (Ofcom, 2009b, pp.252-3).
But even with technologically mediated communicatithere remains the problem that
people are also doing something else at the sane this is especially true of mobiles
(Partridge, 2005).

Written communication — letters and more recent®xt messages and internet-based
communication — takes time to compose and read.
e Letters. In the 1840s, some 200 million lettersearywere sent: on average less
than 10 letters a year per person (Mitchell, 198&#hles 3 & 14). By 2006, this
had risen to 24 billion items or about 400 a year person (Royal Mail Group,

2006). However, only 10 percent of these 24 billimms of mail were between
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households: about 40 a year (Postal Services CaionigPostcomm), 2009).
These are mostly cards. Postcards were introdutdd@72, and just before the
First World War, on average 20 a year were beimg @gsed on Mitchell, 1988,
Tables 3 & 14). It is claimed that in the UK we le@ive an average of 55 cards —
not necessarily sent by post — every year (BBC,6206lowever, this does
suggest that much of the person-to-person mail cewprises cards rather than
letters. Sending cards takes much less time thatingvrletters. Indeed, my
examination of a set of 22 postcards sent by alyamiwWales between 1905 and
1910 found that 7 contained apologies for “not wgt, often explicitly claiming
lack of time. (Discussed further in Chapter 6.)

Texts (SMS). By 2008, Ofcom (2009b, p.254) repottet mobile uses averaged
99 texts per month, roughly 3 a day. If each togkibutes to compose and send,
this would total some 15 minutes a day.

Internet communication. There is much complaintugbibe volume of email
received (for example, Harper, forthcoming) butréhés little firm data. An
American survey in 2003 found that just over hdlpersonal inboxes got 10 or
less emails a day and only 1 in 10 reported mae 80 messages a day (Fallows,
2003). As with physical mail, only a proportion emails will be person-to-
person: Postcomm (2006, p.28) suggested that aageeach email user would
receive some 125 direct marketing emails a yeaoyver 2 a week. People do not
report spending very long emailing: 4 minutes a dayaverage in 1999/2000
(Gershuny, 2002) and in 2005, 7 minutes a day vpamntssocialising online,
doing email and on chatrooms (ONS, 2006a). Instaedésaging and the use of
social networking is now replacing email for soneial contact, especially
among younger people (Dutton et al, 2009, p.21¢o@f (2009b, p.290) reported

that in May 2009, the averag@acebookuser spent 6 hours a month on the site.

Two conclusions emerge. First, as measured by tisgestudies, time spent on
technologically-mediated communication is low. Setopeople do find time to
use new modes of communication. Time, thereforegsdoot seem to be an

important constraint on communication.
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Time spent travelling

The average time spent travelling in Britain in 200as 87 minutes a day (Fig. 2.1.1
above). Although Fig 2.1.3 shows that time speatdling increased between 1961 and
2005, this rise occurred before 1975. Since thdretiner measured by hours a year or
week or by minutes per day, it appears that timenspravelling has remained fairly
constant at around an hour a day (Table 2.1.1), &®tMokhtarian & Chen (2004)
pointed out, as travel time is seen as a “disytjlisomething to be avoided, time spent

travelling would be expected to fall as travel siserse, ceteris paribus.

Table 2.1.1: Change in time spent travelling: 196ib 2005.

(a) Average hours per person (b) Time use survey data on travel time: 1961 to 2005
per year spent travelling
1972/3 to 2004. GB. 1961 1973 1975 1987 1999 2005
/2000

1972/3 353
1975/6 330 Hours per week (1)
1978/9 376 Men 3 7 9 7
1985/6 337 women 2 5 8 6
1994/5 358
1998/00 359 Minutes per day (2) (3)
2004 363 Men 119 92
Sources: Womgn 82
To 1994/5: Root (2000, p463) - working 85
1998 on: DfT (2006b). - non-working 57

Sources:

(1) Gershuny (2002, Table 1)

(2) Sharp (1981, p.155)

(3) ONS (2006a)

Between 1965 and 1999/2001 the average distanogléd per person in Britain almost
doubled from 6,000 kilometres to 11,000 kilometeegear; and so did the average
distance per trip, from 5 to 11 kilometres (Pooé¢yal, 2005, p.59). Thus the number of
trips hardly changed. Indeed, Pooley et al (200%) poted that “everyday mobility

consists of mainly local travel connected to esakmiveryday tasks”. Mokhtarian &

Chen (2004) also noted that despite a constancheataggregate level, time spent
travelling varies significantly between individuasd at different places and different

times implying that increases for some individuate offset by reductions for others.
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(This seems a good candidate for investigationgusigent-based modelling, although

that line is not pursued here.)

Other evidence suggests that people do adjust biediaviour to keep their travel time
roughly constant. On the basis of studies acrossyntauntries Graham & Glaister
(2002, pp.20-22) reported that increases in tréwed by car do reduce the number of
trips and in the long run, the distance travelled:

* Changes in travel time have a greater impact instt@t run, during which it is
possible only to change mode, than the long rurenaflrequency, destination and
location can be changed: a 10 percent increasena will result in a 6 percent
fall in trips in the short run, 3 percent in thendprun. Thus they suggest that
“having made changes in destinations, travel fraqueand land use locations,
car drivers begin to make more trips of lower dorat

* In terms of distance however, the opposite hold$0 gercent increase in time

results in a 2 percent fall in distance in the sham, 7 percent in the long run.

Thus Urry (2004a) concluded:

“...it seems that people do not spend more time liiagesince this appears to
have remained more or less constant at around andncso per day albeit with
substantial variation within any society. Thus gheeems to be some limit on the
time people will spend extending their networkotlgh travel...”

Jain and Lyons (2008) argued that travel to mairgacial networks can be regarded as a
gift; and that travel time itself can have a pesitutility. However, most travel is not to
maintain social networks:

» ‘“visiting friends” accounted for 14.3 percent apsr in 1965 and 17.6 percent in
1999-01 (although the comparison may not be quitctedue to changes in
definition) (Pooley et al, 2005, p.59) and

* the average time spent travelling in Britain in030for “exercise or travel for
pleasure” was 5 minutes a day (ONS, 2006a, Taflg5.

Overall, it does therefore appear that on avenayelis constrained by time.
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2.2 Budgeting Money
The long term view

Since 1840, both the currency and the value of mdmeve changed. Up until the
introduction of decimal currency in 1971, the powvds made up of 20 shillings,
designateds’; and each shilling comprised 12 pence, designaedThus there were
240 to the pound. In other words 1p today isd.However, £1 today buys much less
than in 1840. Measuring price changes over a langpg of time poses problems because
of the limited availability and quality of data the more distant past and because what
people buy changes (O’Donohgue et al, 2004). Nbglass, National Statistics produce
a series running from 1800 to the present day amtl qf that series is shown in Fig.
2.2.1. There are two key points to note. First,raNerices changed little from 1840 to
the start of the First World War (although they #icctuate as illustrated below in Fig.
2.2.8). Second, since the second half of the nemébecentury prices have risen about
eighty- or ninety-fold, depending on which yearttaken. So, very roughly, a pound in
2008 buys the same as 1p or aboutl2¥uld have bought in the second half of the

nineteenth century.

Fig. 2.2.1: Index of prices: 1840-2008.
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To compare income and expenditure over time itsisertial to adjust for changes in
prices. If income this year is, say, 2 percent aighan last year, and prices have stayed
the same, then you are better off; and economastsesal income has risen by 2 percent
because you can buy 2 percent more. But if pritssrase by 2 percent, then you would
not be better off as you could only buy the samkastsyear: real incomes would not have
risen. In other words, if income or expenditure figster than prices, then they have risen

in real terms.

From the mid-nineteenth century to the early twdit century, there has been
incredible economic growth, howsoever it is meaguhe real terms, GDP per head has
increased tenfold since 1855; in the last fiftyrged has trebled. Real consumption per
head has broadly followed (except, notably during two World Wars). (Details Fig.
2.2.2)

Fig. 2.2.2: Indices of real GDP and real consumeixpenditure per capita: 1855 to 2008.
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52



Chapter 2

Not only has the ‘standard of living’ increased rdadically, but the distribution of
incomes has also changed. This is important becausxiety with great inequality of
income will have a different pattern of consumptibom one with a more even
distribution, other things being equal. As DeatonMuellbauer (1985, p.370) pointed
out, if incomes are very unequally distributedfudifon of innovations will be slow. The
degree of inequality in income distributions is swa&d by the Gini coefficient

(explained in Box 2.2.1).

Box 2.2.1: The Gini coefficient.

If income were distributed evenly,
then, for example, 50 percent of

households would have 50 percent 100
of the income. In practice, the an
distribution is skewed and the

poorest half receive much less a0 A

than half the income. Graphically, -0

the income distribution can be

represented by the Lorenz curve. g0 4
a0 S

The Gini coefficient is the ratio of
the area between the Lorenz curve
and the straight line that
represents an equal distribution
(indicated by the darker shaded
area A) and the total area below

40 A
a0 A B
\

20 A

Curnulative percent of income

the line (area A + area B). 10 Lorenz curve

In other words, the Gini coefficient 0 T ' T T T ' T T T
measures the extent to which the 0 10 20 30 40 &0 60 70 80 90 100
actual distribution of income

deviates from complete income Cumulative percent of households

equality: the lower the coefficient,
the more even the distribution.
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It is, of course, difficult to calculate the Girnefficient over a long time period but Fig.
2.2.3 summarises estimates from 1801 to 2007/8eelhdistinct phases can be
distinguished:

* From 1801 to the First World War, “the best condusone can draw from the
very imperfect evidence is that the nineteenth wgnexhibited no marked
fluctuations in inequality” (Feinstein, 1988). Tkeni coefficient was around 50
to 55 percent (Soltow, 1980, p.61).

* From the First World War to 1981, there was a srisl decrease: the Gini
coefficient fell from around 50 percent to 28 pertca 1981 (Soltow, 1980, p.61;
Atkinson 2000, pp.362-366)

* During the 1980s, the Gini coefficient rose from@8cent from 36 percent, since
when it has fluctuated around 33 percent (Atkins090, pp.362-366; Barnard,
2009).

Fig. 2.2.3: Gini coefficients: 1801 to 2007/8.

60
~ 50 n
=~
< ]
2 40
o g O
2 - o
£ 30 o
(O]
o
2 20 -
=
O
10
0 Tt Trr—r—rTr T T 11T 117 1 1T T
w u unu unu unu u unu u u u unu unu un unu unu u u u u un wu
O O O O O O O O O O O 0o oo o o o o o o o
O 4 AN M < IO O 0 O O 4 N OO < 1D O~ 0 O O
0O 0O 0O 0 0 00 0O W W W OO OO0 OO oo oo oo oo o o O O
- 4 4 A4 A9 94 A4 A4 4 A A A A A A A A A «H <+ «

‘ B Not equivalised OEquivalised

* Equivalised means that the income has been adjust the size and composition of households. Gieificients
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Sources:

1800s to 1910s: Soltow (1980, p.60).

1930s to 1970s: Royal Commission (1980, Table 6.1).

1970s-2000s: Jones et al (2008).
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Fig 2.2.4 shows what Gini coefficients mean in temwhthe distribution of income. Two

Lorenz curves for 2007-08 are shown:

The solid line shows the Lorenz curve for origimadome (i.e. before taxes and
benefits) with a Gini coefficient of 52 percent,0oab the same as it was in the
nineteenth century.

The broken line shows the Lorenz curve for displesalquivalent income (after
tax and cash benefits but adjusted to allow forféioe that larger households need
more income). This gives a lower Gini coefficierit3# percent reflecting the
equalising impact of taxes and benefits. Even wiite lower coefficient, the
bottom 40 percent of households receive only 20grgrof total income while the
top 10 percent receive about a quarter of the imcom

Fig. 2.2.4: Distribution of income: Lorenz curves ér 2007-08.
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Fig. 2.2.5 shows what these Gini coefficients meaterms of the differences between
the richest and poorest households: even with adagfficient of about a third, and after
adjusting for household size and composition, tiedines of the richest decile are 10

times larger on average than those of the poosssied

Fig. 2.2.5: Distribution of income by deciles basedn equivalised disposable income: 2007-
08.

(a) Distribution of original income (b) Distribution of equivalised* disposable
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Source: Barnard (2009, Tables 2 & 14).
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The pattern of consumption has changed as reamesdave risen. In the nineteenth
century, the statistician C.L.E. Engel predictedt ths income rises, the proportion spent
on food would decline (Ferguson, 1969, pp.38-4B)jsTs shown clearly in Fig. 2.2.6: in
1900, and still in 1953, food accounted for abowuarter of expenditure; by 2008, a
tenth. Even more dramatically, the budget sharalafhol and tobacco has fallen from
13 percent to 3 percent. Rowntree (1902, pp.14&fdrted that “the average family
expenditure of the working classes on intoxicama$ one sixth of “average total family
income”. This was, he claimed, the main cause etdsdary poverty”, where earnings
would be sufficient for “the maintenance of merplyysical efficiency were it not that
some portion of it is absorbed by other expendit(iteid, pp.86-7). In contrast, the
budget share of transport and communications haesased: from 5 percent in 1900 to
18 percent in 2008. By 1965 economic growth andoaeneven distribution of income
meant that “spending habits” were closer to thdsenidldle-class Victorians (with the
exception of domestic help and private educatiexplenses) (Burnett, 1969, pp.318-9).
Analysis of UK expenditure data from 1900 to 191@gested that by 1963 “food,
housing, travel and communication, entertainment| services were necessities while
clothing, fuel, drink and tobacco and other goodseAuxuries” (Deaton and Muellbauer,
1985, pp.70-72).

Fig. 2.2.6: Budget shares: 1900, 1953 and 2008.

|
1900

1953 .

2008
0% 25% 50% 75% 100%
B Food Housing, fuel etc Alcohol, tobacco
Other @ Transport & comms

Sources: 1900 and 1953: Feinstein (1972); 2008: (2989c).
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The increase in the share of transport and comratioits is almost entirely due to the
increase in vehicle purchase and running, as showkig. 2.2.7. Up to 1963-4,

expenditure on communications, defined as “postagephone and telegraph” was
combined with expenditure on public transport (B&m, 1972). Since 1963-4,
communications, defined as postal services, phonefax services and equipment but
excluding “information processing equipment” hasermeseparately identified (ONS,
2009c). On this basis, the share of communicatiosse from 1 to 2 percent between
1963 and 2008.

Fig. 2.2.7: Budget shares of transport and communitions: 1900-2005.
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Notes: Separate data for communications and ptralel/transport services not available for earjiears.

To 1963-4: Three groups are identified (Feinst&872, Table 24):

“Public travel and communications: railways, buaed coaches, taxis and carriages, tramways, aiseatravel;
postage, telephone and telegraph”

“Vehicle running costs: petrol and oil, spare pag&rage costs, repairs, licences, insurance ded ainning expenses
of motor cars and motor cycles; oats and otheringnexpenses of carriages”

“Motor cars and motor cycles: new and secondhand”

From 1963-64: Purchase of cars, motorbikes ancclasy

“Operation of personal transport equipment” i.etonaehicle spares maintenance and repair etcchechiels etc.

“Transport services”: road, rail, air, sea, inlamaterways and “other purchased transport”.
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The rest of this Section discusses income and ekoeea in three periods: 1840 to 1913,
1914 to 1945 and 1946 to the present.

1840 to 1913

Fig. 2.2.8 shows that by the start of the First M/®/ar prices were lower than at times
in the middle of the nineteenth century, but “liyistandards” more than doubled over the
period (due to the doubling of real wages (Boy€f® pp.280-4, Table 11.2)).

Fig. 2.2.8: Real GDP per capita and prices: 1840-19.
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At the start of the twentieth century, about twoeh of the average budget was spent on
the basics (food, housing, fuel and light, alcaduadl tobacco, clothing) and only about 5
percent on travel and communications (Fig. 2.2i89gwever, between 1900 and 1913,
real per capita expenditure on public travel anthrooinications rose by 21 percent
compared to 7 percent for total consumer experalitbeinstein, 1972, Tables 24 & 25;
Mitchell, 1988, Table 3). But this data is limited two ways. First, it presents an
average. Second, it does not provide informatidoreel900. Data from ad hoc sources
have to be used to provide more details. Belowderwe on the distribution of incomes is
examined, followed by information on budgets, witrticular reference to expenditure

on communications and travel.
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As was noted above, there was probably little dehange in the distribution of income
over this period. Burnett (1969, p.247) reckonedt tthe “working class” comprised
“rather more” than 80 percent “at the start of theeteenth century, rather less at the
end”. Between 1850 and 1870 “10 percent of the [adjoun was assisted by the poor law
each year” and taken over a three year periodiiash as 25 percent of the population
made use of the poor law” (Boyer, 2004, p.297)na870 to 1913 the “the percentage
of the population on relief halved but it is noeat whether there was less poverty as
there were changes in the administration and irattieide to the workhouse among the
working classes” (ibid). (Details in Fig. 2.2.9.)

Fig. 2.2.9: Percent on poor relief: 1850-1910.
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Source: Boyer (2004, p.297).

Ad hoc survey data provides further evidence:

e Allen (2009, pp.35-42) defined two baskets of gobdsed on calorie intake:
“substistence” and the more expensive, “respectaHie reported that in London
in 1825, typical labourers’ incomes were about 8:ent above the respectability
level but by 1875, were some 90 percent highed)ibi

* In 1867 about 20 percent of families had an incahever £100 a year, then
considered the minimum for the middle class (Beet859/1986, p.8; Picard,
2005, p.117). (Details in Table 2.2.1(a).)
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* |n 1892 Booth estimated that

“8.4 percent of London’s population was very pood&2.3 percent was
poor... representing 30.7 percent of the populatiod a7.4 percent of the
working class were living in poverty” (cited by Bery 2004, pp.299-300).

* In 1899 Rowntree reckoned that about three-quadktke population were
working class and a quarter in “the servant-keepiags”. Ten percent of the
population of York were poor in that their incomasa‘insufficient to obtain
the minimum necessaries for the maintenance of lynpteysical efficiency”
(Rowntree, 1902, pp.86 & 111). A further 18 percemre in “secondary
poverty” (discussed above). Thus nearly 30 peraaare considered to be in
poverty. (Details in Table 2.2.1 (b).)

Table 2.2.1: Distribution of family incomes in 1867nd 1899.

(a) 1867

£ pa Percent  Examples

20-45 13 Agricultural labourers

46-59 21 General labourers, police

60-72 26 Miners

73-99 19 Skilled workers, teachers

100-299 16 Clergymen, clerks, senior civil servants
Over 300 4 Engineers, solicitors, barristers

Total 100

Source: Soltow (1980, p.59 (based on Baxter)); Milic(1988, Table 23).
To convert roughly to 2008 prices, multiply by 8ONS, 2009b: CDKO)

(b) 1899: York

Class Family income pw Percent

A Under 18s (90p) 2.6
B  18s (90p) and under 21s (£1.05) 5.9
C 21s (£1.05) and under 30s (£1.50) 20.7
D Over 30s (£1.50) 32.4
E Female domestic servants 5.7
F  Servant-keeping class 28.8
G In public institutions 3.9

Total 100.0

Source: Rowntree (1902, pp.31 & 45)
To convert roughly to 2008 prices, multiply by 9ONS, 2009b: CDKO)

* Between 1909 and 1913, Pember Reeves (1913/19vd)edt 31 pregnant
working class wives in London. Their husbands weaenebody’s labourer, mate
or handyman” earning some £50 to £80 a year (pfpd?, 42-43). By comparison,
a “middle class comfortable man” had an income&fitEa year (ibid, p.23). She
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concluded that there were at least 8 million peeplee. 20 percent of the 40
million people then in Britain — who were “underfednder-housed and
insufficiently clothed” (ibid, p.214).

* Between 1912 and 1914, studies in Northampton, M&ion, Reading, Stanley
and Bolton recorded poverty rates of between 6 2B gercent (Boyer, 2004,
p.301).

In 1881 the British Association for the Advancemeaft Science made “what was
probably the only attempt in the course of the wgnto estimate how wages as a whole
were expended” (Burnett, 1969, pp.258-9) but itas clear from the description exactly
whose expenditure was covered. These figures sutigedood accounted for 45 percent
and Burnett (1969, p.239) reported that “food whae principal expenditure of the
nineteenth century middle class”. Even by 1900dfeecounted for a quarter of the
average budget (see Fig. 2.2.6 above). The bagdairdy accounted for most of
working class budgets:

* For the 1840s, Burnett (1969, pp.262-264) gaveetleseaamples of working class
budgets, albeit with warnings that they may nottyjgcal: the basics of food,
housing, fuel and light accounted for almost ak thudgets and food alone
accounted for between 60 and 80 percent of expaedit

e “In 1903-04 the Board of Trade carried out thetfeger cost of living enquiries,
using a sample of agricultural labourers and urvankman’s budgets”. Food
accounted for 75 percent (Burnett, 1969, p.265).

e In 1909-1913, Pember Reeves (1913/1979) foundrbatly 90 percent of the
typical budget of the working poor went on the basif food, housing, fuel and

light. In contrast, the average share was onlythalf amount (Fig. 2.2.6 above).

Burnett (1969, pp.216-7, 235 & 245) mentioned Imstavel for the middle and upper
classes, and Rowntree noted that for the relatiwal-off working class group D (see
Table 2.2.1(b)): “it is a growing practice...to takefew days’ summer holiday out of
York” and even those who do not take a holiday llaveemselves of the cheap day and

half-day excursions” run by the railway companyidgithe “holiday week” (ibid, pp.76-
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77). However, he noted that this may be more commorork than elsewhere because
of the “large number of railways employés (sic) whave the advantage of cheap

‘privilege’ tickets” (ibid, p.77).

The working classes rarely spent on communicatiorigavel. Indeed, in his 1899 survey
of poverty in York, Rowntree’s poverty line madealtowance:

“for any expenditure other than that absolutelyuresd...A family living upon
this scale...must never spend a penny on railways fareomnibus. They must
never go into the country unless they walk... Theysiwrite no letters to absent
children, for they cannot afford to pay the postaffeowntree, 1902, p.133).

There is only occasional mention of the purchasstainps and stationery (ibid, pp.265
& 266). Pember Reeves (1913/1979, pp.40, 82-83 &3J)7claimed that the working

poor “never write, and there is no time and no nydoe visiting”: expenditure on stamps
and stationery was reported in just 2 of the 31getsl

At the start of the period the middle and uppess#s, who accounted for around a fifth
of the population, could afford to use communicatamd transport services. But by the
end of the period a quarter could still not affandil and rail services.

Two World Wars: 1914-1945

The third of a century from 1914 to 1945 spanned tworld wars and a worldwide
depression: it was by any account an unusual pamald do not propose to pay it much
attention. But although consumption per head fetirdy the wars, in between it rose (see
Fig 2.2.2 above). For example, real wages grew .B] percent a year from 1913 to
1938, meaning that they increased by a third dver26 years (1.021 raised to the power
of 25: Boyer (2004, p.284) reporting Feinstein’kakations). It appears that the hardship
caused by unemployment was partly alleviated by dbeial security system so that

poverty rates were lower than before the First \Woviar (Boyer, 2004, pp.299-303).
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1946 to the present

Since the Second World War, consumption per headrisen steadily and (almost)
continuously, quadrupling over the 60 or so yeaee(Fig. 2.2.2). Rationing ended in
1951. By 1953, the Ministry of Labour (1957, p.lgnsidered that “the pattern of
expenditure was sufficiently stable to justify thelding of a new full-scale household
expenditure enquiry”. As noted above, in 1953 therall pattern of spending was not
very different from that in 1900 in that food, howgs fuel, alcohol and tobacco still

accounted for just over half of budgets (Fig. 2.2bve). The Ministry of Labour’s

1953/4 study showed that transport accounted foghty 7 percent of expenditure, and
communications for a little under 1 percent comgat@ 5 percent for both in 1900.
Between 1959 and 1963, communications remainetd@ite.7 percent of budgets and
transport was around 10 percent according to experdsurvey data (Ministry of

Labour, 1965). Using aggregate data, by 1963 experdon communications had risen
to almost 1 percent of total expenditure; by 2008yas just over 2 percent and was
increasingly dominated by phones. (Details in 2ig.10.)

Fig. 2.2.10: Consumers’ expenditure on communicatics by mode: postal, phone and fax
services as a percent of total expenditure: 1963-28.
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Between 1963 and 1980, transport’s share of totpémditure rose from 10 percent to
around 15 percent, where it has remained. The grawds been entirely due to the
buying and running of vehicles. However, while dteare of “transport services” has
changed little, there has been a switch from raadit with the share of rail services
unchanged (Fig. 2.2.11).

Fig. 2.2.11: Consumers’ expenditure on transport aga percent of total expenditure: 1963-
2008.
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But these averages still hide differences betwéenrichest and poorest households. In
1965, food, housing, fuel, light and power accodnter some 60 percent of manual

workers’ budgets but only about a third of the betdgf the richest households (Burnett,
1969, pp.319-20). The expenditure pattern stillacgaby income in 2007 although food,

housing, fuel and power together only accounted dbout a third of the poorest

households’ budgets and under a fifth of thosénefrichest. (Details in Fig. 2.2.12.)

Fig. 2.2.12: Expenditure pattern by gross income ade: UK: 2007.
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Fig. 2.2.13 shows that the proportions of budgpeson communications and transport
have risen across all income groups since the 13%@sever, in the 1950s and 1960s,
the proportion of budgets spent on communicatiodsndt vary by income, being under
1 percent for all income groups. But since the a880s, poorer households have spent a
slightly higher proportion of their budgets on commitations than better off households.
By 2007, communications accounted for 3.4 percérthe expenditure of the poorest
households and only 1.9 percent of the richest jfapel). In contrast, the budget share
for transport rises with income (bottom panel)18563-4, transport accounted for only 3
percent of the weekly expenditure of the poorestsbbolds but 9 percent of the richest
households. By 2007, the poorest households speetc@nt of their budget on transport,
and the richest, 16 percent. Almost all types ahsport expenditure rise with income,
the notable exception being bus and coach fareghmsie account for only about %

percent of expenditure overall.

Economists distinguish between necessities andriexwn the basis of how people
change their expenditure in response to changesames. If income rises by, say, 10
percent and demand rises by more than 10 percergdbd is said to be a luxury; the
income elasticity exceeds 1. If demand rises bg kbsn 10 percent, the good is a
necessity; the income elasticity is less than 1usThrig. 2.2.13 suggests that
communications are likely to be necessities becdneg take a greater share of the
budget of poorer households, while transport isenafra luxury because its budget share

rises with incomes.
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Fig. 2.2.13: Budget share of (a) communications anfb) transport by household income:
1953-4 to 2007.
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2.3 Communications and Transport Expenditure

This Section primarily addresses the third quesposed in the Introduction: how are
expenditure on communications and travel relategt?ii8doing so, it sheds further light
on the question of the extent to which are comnatiwo and travel are necessities rather
than luxuries. The Section opens with some simpkdyais before discussing in more
detail the relationship between expenditure on camoations and travel.

Simple analysis

The simplest way to address the question of thatiogiship between expenditure on
communications and transport is to look at how thaye changed over time. Section 2
showed how the budget shares of both communicatmalstransport increased. This
implies that expenditure on communications andsipart increased faster than total
expenditure. In 1964 the average expenditure pead hén 2005 prices) on

communications was £24 a year and on transporg:A562008, it was £330 and £2,064
respectively. In other words, in real terms (i.&cleding the effect of inflation as

explained in Section 2), per capita expenditurecammunications increased more than
tenfold and on transport, almost quadrupled (asvaha the top panel of Fig. 2.3.1). By

comparison, total real consumption per head alitnebted (see Fig. 2.2.2).

The middle panel of Fig. 2.3.1 shows how real @gita expenditure on communications
is rising exponentially with real per capita GDPh{gh is a proxy for income). In
contrast, the graph for transport expenditure, showthe bottom panel of Fig. 2.3.1,
shows a linear relationship. The rise in expenditon both communications and
transport as incomes have risen hints that theycamglements rather than substitutes;
and the rise in both as total real income has risgjgests they are luxuries rather than
necessities. But more sophisticated econometritysinas needed and this is reviewed

next.
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Fig. 2.3.1: Real consumers’ expenditure per head ocommunications and on transport:
UK: 1964-2008.
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Prices, substitutes and complements

The demand for a good or service depends on inc@wmetiscussed at the end of the
previous Section. It also depends on price. Theeps often obvious; for example, for

services paid on a per use basis, such as publisgort fares. But in some cases
identifying the price is not so simple. For examguipment may have to be purchased,
such as a car and so the price of a car journbgtis the cost of the car and the running
costs such as fuel. Or a subscription may be payablwell as paying each time that
service is used; and different prices may be clihfge different types of service. All

four elements may be present in the case of phegegpment, subscription, and varying

charge per use.

In general, the higher the price, the less peoplebwy. If the price rises by, say, 10
percent and demand falls by less than 10 percentdemand is said to be price inelastic:
the item’s own-price elasticity is between zero amdus 1. People will try to maintain
their expenditure on such goods even if they haveut other expenditure to remain

within their budgets.

Econometric analysis using aggregate consumer elkpea data is used to estimate price
elasticities. Unfortunately, transport and commatians are often treated as one item in
these analyses. For example:

e Using UK data for 1900 to 1970, Deaton (1974, aedtDn & Muellbauer, 1985,
pp.70-1) found that ‘transport and communicationas a necessity in 1963: the
own price elasticity was —0.5.

e Using British data from 1954 to 1974, Deaton & Mbeter (1980, Table 2;
1985, pp.75-8) found that ‘transport and commuical was a luxury with a
high own price elasticity, exceeding —1 (the preamumber varying with the
method).

But as shown in the previous Section, the experaitgroup ‘transport and

communications’ will be dominated by transport amgarticular, by spending on private
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vehicles, which has quite a different relationdloipncomes than communications. | have
found no studies focusing only on communicationistbere have been many attempts to
estimate the price and income elasticities of fparts Oum & Waters (2000) pointed out
that there are many different price elasticitidgrsterm or long-term, for transport as a
whole and for specific modes or types of travekhsas business or leisure, and the
values of the elasticities will vary accordinglyhély reported a wide range of results for
the own-price elasticities of travel ranging fro®.3-for transit systems off-peak to —4.6
for holiday air travel i.e. the demand for locabpa transport is not very price sensitive
while that for holidays is very sensitive to prideooking specifically at car travel,
Graham & Glaister (2002, pp.94-95) surveyed “thodsaof elasticity estimates” and
found that car ownership is not very sensitiveitbeg income or price in the short run,
but was in the long run: for example the long-mcoime elasticity of car ownership was
0.7 and the long run own-price elasticity was —@@rthermore, they reported that
number of car trips and distance travelled areveoy sensitive to fuel prices in the long

term: the own price elasticity of fuel being —Ortldghe distance elasticity —0.3.

In some cases, the change in the price of one gabdalso affect the demand for
another.

* If an increase in price of one good increases #manhd for another, the two
goods are said to be ‘substitutes’ and the crose-mlasticity is positive. Thus,
for example, if the cost of a phone call rises, yoay choose to write a letter
instead and thus letters and phone calls are sutiestin the economic sense. Or if
the cost of petrol rises and you decide to makbane call rather than visit, then
communication has substituted for travel.

« If an increase in the price of one good reducesdémmand for both, they are
‘complements’ and the cross-price elasticity isaieg@. For example, if the cost
of a rail journey rises then the demand for raalvél will fall and so will the
demand for the bus service to the station: thetrguland the bus journey are
complements. Mokhtarian & Salomon (2002) suggestedplementarity is more
complicated to unravel than substitution becauserethare many different

relationships possible between communications aadek They identify the
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enhancement effect whereby for example more treeslilts in more use of a
mobile phone or that keeping in contact resultgisits. On the other hand, there
is also an efficiency effect whereby communicatiars used to arrange meetings

or to make better use of transport facilities.

Selvanathan & Selvanathan (1994) and Choo et @7(2Bave attempted to unravel the
relationship between expenditure on transport ammncunications using macro data:
Selvanathan & Selvanathan used consumer expendiateefor the UK, and Choo et al
used American data. Selvanathan & Selvanathan etividansport between public and
“private” i.e. the “purchase and operation of motehicles” while Choo et al divided

transport into three groups: vehicle purchase, cletoperation and all other transport
together with lodging away from home. Choo et abalivided communications between
electronic and print. The results for income andhgsice elasticities are shown in Table
2.3.1. Both studies show private transport to Bexary and other types of transport a
necessity, but they have different results for camitations. According to Selvanathan
& Selvanathan communications were a luxury. Howgetlezir data ended in 1986 and it
was noted in Section 2 that only since the 1980ge hpoorer households spent
proportionally more of their budgets on communimas$i. According to Choo et al, using
more recent data, communications are a necesdity. studies also differed in their
findings on own-price elasticities. Selvanathan &hManathan found the own-price
elasticity for communications to be very low andllygd Choo et al found the own-price
elasticity for vehicle purchase to be positive, iyig that a rise in price increased
demand. Overall Choo et al concluded that theltgesndicated that “communications

expenditures are more essential than those foeltrav
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Table 2.3.1: Estimated income and own price elastiies for transport and communications.

Income elasticities Own price elasticities
S&S Choo et al S&S Choo et al
(1994) (2007) (1994) (2007)
(UK, (US 1984-2002) (UK, (US 1984-
1960- 1960-1986) 2002)
1986)
Private transport 2.1 -0.5
- vehicle purchase 3.0 0.3
- vehicle operation 2.7 -0.4
Public/’other’ transport 1.0 0.6 -0.4 -1.2
Communications 1.2 -0.1
- electronic 0.9 -0.5
- print 0.2 -0.4

Sources: Selvanathan & Selvanathan (1994, Tablet8)p et al (2007).

The results from both studies for the cross-prikestesities are shown in Table 2.3.2.
Selvanathan & Selvanathan found that “public tramsp private transport and
communications are pair-wise substitutes”, by whioky mean that if the price of one
increased, the demand for the other increased. @h@b concluded that there was “a
strong bi-directional feedback loop between tramed print communications with
increased consumption of print media both generyednd generating, travel” and that
“when electronic communications media costs deereamnsumers tend to increase their
expenditures on purchasing cars”. Choo et al calecluhat “the dominant effect appears
to be complementarity:...as telecommunications demarmleases, travel demand
increases”.

Table 2.3.2: Cross-price elasticities between trapsrt and communication.
(a) Selvanathan & Selvanathan (1994): UK, 1960- 198 6.

Private transport Public transport Communication
Private transport 0.1 0.1
Public transport 0.2 <0.1
Communication 0.6 0.1

(b) Choo et al (2007): US 1984 to 2002.

Transport Communications
Non- PV PV Electronic Print
PV (capital) operation
Transport: Non-PV -1.2 1.5 1.3 0.3 1.2
Transport: PV (capital) 1.2 0.3 -0.1 -1.9 1.1
Transport: PV operation -0.4 <0.1 -0.4 0.2 -1.2
Comms: electronic 0.5 0.3 0.3 -0.5 -0.2
Comms: print -1.5 <0.1 -0.5 1.3 -0.4

Sources Selvanathan & Selvanathan (1994, Tablg)o et al (2007). PV = “personal vehicle”
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Mokhtarian & Salomon (2002), Choo et al (2007) &viang & Law (2007) all noted that
micro-scale studies on the relationship betweennsonication and travel have in the
past tended to find that communications and travelsubstitutes, although more recent
micro studies together with long-term macro-levaldges have suggested they are
complements. For example, using 2002 data from H¢ogg, Wang & Law (2007)
found “further evidence on the complementarity ef§eof ICT on travel, suggesting that
the wide application of ICT probably leads to monet less, travel”. It is not clear
whether the later studies have produced differestilts because they have used better
methodology or because the relationship has charidexloverall view — Mokhtarian &
Salomon (2002), Plaut (2004), Choo et al (2007) Wfahg & Law (2007) — is that the

relationship between communication and travel mgementary.
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2.4 Conclusion

This Chapter set out to address three questions:
* to what extent are communication and travel limibgdime and money?
» are communication and travel necessities or lus@rie
* how are expenditure on communications and travated?

This Section suggests some answers.
Limited time and money?

Overall there has been a steady decline in timatsperking, leaving more time for
leisure. This perhaps explains why ‘time-using’ dedliffuse faster than ‘time-saving’
goods. The use of this free time has also chareggcially with the introduction of TV,
and may be in the process of changing again with atrival of the internet. It is,
however, very difficult to measure the time spesrthmunicating because of the way it is
embedded in all activities. But the evidence sutgst people do not spend much time
on technologically-mediated communication and tirae is not in general a constraint
on communicating. In contrast, time spent travgllivas remained roughly constant for

some 30 years.

While there will always be just 24 hours in a dédng availability of money, in the sense
of real incomes, has increased tenfold in the petimvered by this study. From 1840 to
1913 the standard of living doubled, but even by #&nd of the period there was
significant poverty of a kind that is not seen int&n today. During this period, roughly
about a quarter could afford to use communicatenvises or travel; but for a further
guarter, such activity was only rarely, if everfoaflable. For the remainder,
communication services and travel became increbsaifprdable as the years passed. In
1953, the overall budget pattern was very simiathait seen before the First World War
and by 1965 it was similar to that of middle clagstorians. By 2007, the poorest
households had a similar pattern of expenditutbeaichest in 1965. As provision of the

basics has taken up a progressively lower proportibincome — now only about a
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quarter of budgets are spent on food, housing aeld- there has been increasing scope
for discretionary expenditure, and expenditure ommunications and travel have risen.
Yet communications still account for under 3 petceh expenditure although this
percentage continues to rise. It is therefore diffito argue that communications are
constrained by lack of money today as there appgedrs plenty of ‘slack’ discretionary
expenditure to switch to communications if desirétbwever, transport presents a
different picture. Transport has accounted for Escent of expenditure since 1980.
Black (2001) argued that “the constraint on trayparticularly long distance travel, is

usually money for most of us.”

With rising living standards, the consumption oftboommunication and travel services
has risen. Communications remain a small part afisebold budgets. Also it is
impossible to look at the time spent communicatimghe same way as time spent
travelling because communicating is part of alnesrything we do. It is conceptually
and practically impossible to measure time spenthngonicating. And there is a
willingness (noted by Harper, forthcoming) to cooe to adopt new means of
communication. So it appears that there is stibpscfor further increases in both time
and money to be spent on communication. Travel,evew seems to have reached

‘saturation’ in terms of both time and money.
Necessities or luxuries?

In economic terms, a luxury is a good or servibe, consumption of which increases
when incomes rise. Over time, rising standardsvifig have meant that the poor in a
subsequent era can consume things available orthetach in a previous era. In effect,
some of today’s luxuries become tomorrow’s necessifDouglas & Isherwood, 1979
pp.99, 121-2): “the poor”, Douglas and Isherwooguad, are “periodicity-constrained”
and have to spend more time doing chores whilagithecan afford new technology to

free them. Further, they proposed that:
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“Periodicities give a rough approximation to a mmaglifference in the use

between necessities and luxuries: future necessitithe present luxury class will
be sets of goods with effective periodicity-reliyiproperties. A telephone is just
such a good, allowing control over the timing osfpmnement of social events.”
(ibid p.122).

In a similar vein, Urry (2000, p.110) argued thatrmay is time: it is “access to money

which enables time to be put to good use”.

In the nineteenth century, both communications tadel were luxuries. Both cross-
section and time series data suggest that now camneations are necessary while some

travel, at least, remains a luxury.

Relationship between expenditure on communications and

expenditure on travel?

Both micro and macro studies have tried to teasewhether communications and
transport are substitutes or complements. Whileetlsea popular perception that they are
substitutes (see, for example, Plaut, 2004) therativeonclusion is that they are
complements. This is underlined by the simple féleht expenditure on both
communications and transport increase over tinggesting they are complements in the
economic sense. This issue is discussed furth@hapter 5.
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Chapter 3: Networks

The study of networks is currently much in vogueagademia but interest in networks,
under the name of graph theory, can be traced tmaé&luler in the eighteenth century
(Calderelli, 2005, pp.17-20; Newman et al, 2006,1(). A network comprises nodes
and links and the characteristics of those nodekliaks determine the nature of the
network. Nodes can be things or people and the loak be any relationship between the
nodes. There are many ways of categorising netwdfks example, Watts (2004a)
distinguished between ‘symbolic’ networks, whicm dzge thought of as “representations
of abstract relations between discrete entitiesf ‘dmteractive’ networks, whose links
describe tangible interactions that are capablgarfsmitting information, influence or

material”.

This Chapter starts by discussing the differencetsvéen just three types of network:
transport, communication and social. The secondi@emtroduces network models and
the extent to which they can be used to represansport and communication networks.
The last Section focuses on social networks analadas by examining the extent to

which the models introduced in Section 2 can bel iselescribe social networks.
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3.1 Transport, Communication and Social Networks

In line with the Oxford Dictionary(2001), | use the term transport to refer to the
movement of people and communications to referh® movement of information.
People move between places: information moves legtweeople. Thus transport
networks connect places while communication netwdnkk people. Social networks
link people, too, but in a different sense. Thist®® discusses these three types of

network in turn.

Transport networks

The characteristics of transport networks and thasnetrics used to describe them differ
between networks. Road networks can be accessexrat points, and the size of the
road network is measured in terms of the lengthoafls, the links. A railway network
can only be accessed at a limited number of pdinésstations: and is described in terms
of the number of its stations, nodes, and the kendits tracks, the links. A shipping or
an airline network has even fewer access pointss pod airports respectively. But while
ports and airports are nodes that exist physicdle routes do not: they are
representations on a map of paths followed by ship$ planes. Thus a shipping or
airline network is measured in terms of the enchizoof the links, the number of ports or
airports served, rather than the length of the emutHowever, all transport networks
provide the potential for, the possibility of, tedvSo all transport networks can also be
measured in terms of use: for instance, the nurabeehicles or passengers using them

during a certain period of time or the distancesy@ap such as passenger-miles.

Transport networks are developed by organisatipailic or private, taking decisions to
supply a service based on the anticipated demangs Fansport links are generally built
or created between centres of population. If aiseng not used, the link will eventually
be abandoned. If there is a demand for the serteelinks may be expanded. But
expansion takes time. For example, a railway compaay have to acquire more rolling
stock and employ more staff, and maybe even layentraick. Thus users determine the

transport network, but only indirectly and in tload) term. To the extent that people are
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travelling for social reasons, social networks barsaid to determine transport networks

indirectly and in the long term.

Communications networks

Communications and transport networks were oncardegl as synonymous because the
postal service enables communication through t@mspetworks. The two started to
diverge with the arrival of optical telegraphy imet1790s and the difference increased
with electrical telegraphy in the 1840s (Headri@k00, p.193; Ling & Yttri, 2002;
Sterne, 2006, p.119).

But even electrical communications networks varyhieir characteristics. The telegraph
and fixed line phone networks comprise physicatdinA fixed line phone network was
recently described in terms of the number of exgkarand processor units, its nodes,
and kilometres of copper wire and optical fibre, links (BT, 2006). A mobile phone
network can be measured by the number of basemstatThese phone networks now
permit access to the internet, which can be medsuaréerms of its “physical building

blocks”, “the computers and communication syste(@sbinet Office, 2009, p.7).

As with transport networks, the infrastructurescofmmunication networks provide the
potential for, the possibility of, the act of commncation. Sterne (2006, p.127)
distinguished between communications, the infrasome, at the macro level and
communication, as the interaction between indivisluat the micro level. It is more
common to describe phone networks — both fixed &nd mobile — in terms of the
number of subscribers; and the size of the intenmderms of the number of people
online. The network metrics of the physical intéyngased on the routers, has been
shown to be quite different from those based onains) representing use (Faloutsos et
al, 1999). Indeed, computer-mediated communicatioreate a “new geographical
spaces” called cyberspace (Batty, 1997): “the matioenvironment in which
communication over computer networks occurs” (OafdDictionary, 2001). More
recently the Cabinet Office (2009, p.7) definedd'ey space” (sic) as “all forms of digital
activity”. Cyberspace can therefore be seen asraramications network.
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At the macro, physical level, the builders of conmication networks do the same as the
builders of transport networks in that they faai@ an activity. But in the case of
communications, the links are made directly by peaperacting: it is people who send
letters for instance. This is clearer in the cdsghones, where, at the local level, it is the
users rather than the infrastructure owners wherdebe the network. For fixed-line
phones, people subscribe and then a physical dimkstalled from the exchange to their
home or office. This illustrates a key charactariet electronic-based networks. No-one
will subscribe to an electronic-based communicatietwork unless they can use it to
contact others who they know. Put plainly, ther@aspoint having a phone if no-one
you know has a phone. In contrast, the railway ndtwan be used to visit a person with
no expectation that the visit will be returned. $hpeople can be said to shape
communication networks in an immediate fashion ta¢s not happen in transport

networks.

Social networks

A social network is conceptually different to batansport and communication networks
It is generally recognised that the idea of a $aowtwork can be traced back to Simmel.
(See, for example, Wellman, 1988, pp.22-28hough the concept was used in various
anthropological, sociological, and psychologicaldés, Bott was probably the first to
use the term ‘social network’ in 19%Bott, 1957/1971, p.59). Boissevain (1974, pp.24-5)
argued that the concept of a social network “presids with a way of viewing social
relations”. Despite the obvious benefit of simpiicireducing social relations to lines on
a diagram in this way has attracted criticism (B@ayer & Goodwin, 1994) and risks
reification (Mitchell, 1974; Licoppe & Smoreda, Z)0There is indeed a danger that the
underlying meaning can get lost in sophisticatgmagentations and analyses. As Latour
(2005, p.131) cautioned, a “network is a concept,anthing out there. It is a tool to help

describe something, not what is being described”.
In a social network, the nodes are people andittks Fepresent relationships between

people. There are, of course, many different tygesglationships between people and so
there can be many different types of social networnging, for example, from kinship
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and affection to business and political. But howsoethe links are defined, social

networks emerge from interaction between people.

In a social network, there are no physical linkbeotthan those provided by the
communications and transport networks. Durkhein®718002, p.278) argued:

“It is not true that society is made up only ofiwiduals; it also includes material
things, which play an essential role in common. [ifee social fact is sometimes
so far materialized as to become an element oéxbernal world. For instance, a
definite type of architecture is a social phenonmeruit it is partially embodied in

houses and buildings of all sorts which, once coogtd, become autonomous
realities, independent of individuals. It is them®&a with the avenues of

communication and transportation.”

As Sawyer (2005, p.221) put it, these physical comication and transport networks
“always socially emerge from historical processeésty (2004a) asked “surely there are
no social networks, only material systems thatizeatommunications, movements and
the ‘occasioned encounters’ that characterise m&s#6 And Castells et al (2007, p. 152)
argued that the mobile handset “can be understscal @mmunication node — always

attached to a person — of the social network”.

Social networks are, however, more than transpocbmmunications networks because
much communication is face-to-face. In other worttee use of a communications
network only reflects part of the underlying sociatwork. It is therefore not true to say,
as Onella et al (2007, p.24) did, that since a teobhone network “is derived
exclusively from one-to-one communication, it canused as a proxy for the underlying
human communication network at the societal levéliiao & Elesh (2008) distinguished
between co-location, which they defined as a spatitionship achieved by using
transport and communication networks, and co-piEsé#rat is a social relationship.

Furthermore, it is commonplace that we do not asMagve close communication with
those who we think of as important in our lives ye¢ often communicate very
frequently with those who are not. Wellman (1996nhduded that those with whom
there is frequent contact are quite different fritvmse with whom people are “intimate”;

and Wetherell (1998) claimed “there is no asscmmbetween frequency of contact and
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the strength of relationships”. Thus Surra & Mikar(l991) distinguished between two
overlapping networks:
» psychological networks comprising those people &t close or important and
with whom there is considerable variability in #r@ount of interaction;
* interactive networks comprising those with whom dvas routine, face-to-face

interaction and include more acquaintances.

Discussion

The importance of the relationship between theseetmetworks for understanding
communication and travel patterns is now being askedged. Axhausen (2002) noted
that the spatial and social structure of travellsogial networks had been overlooked in
transport research adding that a better understgndi

“is crucial for the assessment of the further dyicamof overall transport
consumption. The locations of friends, family arudleagues decide the amount
of miles travelled, especially for leisure”.

This is important, Axhausen (2003) suggested, sxau

“if the spatial spread of social networks has iasexl then a large share of the
observed increase in leisure travel should be dugis trend. In the short term,

one would expect leisure travel to be inelasticth@ssocial networks cannot be
restructured quickly”.

Examination of the relationship between social &madsport networks and information
and communication technologies is just starting@rnuerge (for example, Carrasco et al,
2008a, 2008b).

Social, communication and transport networks haeey vdifferent characteristics.
Furthermore, social networks shape communicatidworés and transport networks. In
the case of communication networks, this relatignghdirect: for transport networks, it
is less direct. The relationship between the thiypes of network is not simple: indeed,
Root (2000, p.439) talked about transport and comaation modes creating complex,
non-linear patterns that can create new social econs.
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3.2 Modelling Networks

As explained, a network is comprised of nodes amids| The basic characteristics of a

node are its degree of connectivity and clustecoefficient:

A node’s degree of connectivityis the number of links to or from the node.
(Sometimes this is shortened to ‘degree’ and sonasti‘connectivity’ (Newman

et al, 2006, p.335). Furthermore, it is not to lemfased with the degree of
separation, which refers to path lengths, descridsow.)

A node’sclustering coefficientis the extent to which the nodes connected to it
are in turn linked to each other (Scott, 1991, p.4s measured by the ratio of
the actual number of links to the maximum possilmber of links (Scott, 1991,
p.74; Wasserman & Faust, 1994, pp.121 & 126). (Soatfiethis density but here

density is used as a network characteristic, desdribelow.)

Clearly the number of possible links depends onnilm@ber of nodes in the network. If

the network has nodes, each can make<{1) connectionsSo if a link from node A to

node B counts as one link and from node B to nodss Another, then in total there are

n(n — 1) directed links. (If nis very large, this approximatesn) If, however, the link

between nodes A and B is counted as just one thdee aren(n — 1) / 2undirected

links.

The basic characteristics of a network are sizesitheand path length.

Size is measured by number of nodes or links (Calder2i05, p.254; Scott,
1991 p78 & p105).

Whole network density is the ratio of the actual number of links to tiotal
possible (Bruggeman, 2008 p.135);

Path length is the distance between a pair of nodes measwrdéddebnumber of
links between the pair, given that any node or tiak only appear once in each
path (Scott, 1991, p.71). The shortest path betveegntwo nodes is called the
‘degree of separation’: if two nodes are directlgnoected, the degree of
separation is one, if they are connected by orerrmadiary, it is two, and so on
(e.g. Watts, 2004b p.102; Bruggeman, 2008, p.135).
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An example of these measures are shown in Box.3Rat a technical presentation of
the different kinds of networks, see CalderelliQ20pp.19-37 & 234-5.)

Box 3.2.1: Example of characteristics of nodes anmtetworks.

Size and density
In the network illustrated, there are 9 nodes. There are therefore (9 x 8) / 2 = 36 possible links.

Of these, 12 links exist. So the whole network density is 12 /36 = 0.33.

To calculate A’s clustering coefficient

Node A’s degree of connectivity is 5, as
indicated by the thick solid (red) lines.

There are potentially (5x4) /2 =10
undirected links among A’s network
(excluding the links to A).

Of these 10 potential links, 4 exist,
-BtoC,BtoD,BtoFand CtoD -

as indicated by the thick broken (grey) lines - B
and the X’s in the matrix below. =
Thus A’s clustering coefficient =
=4/10=0.4. =

B C D E F .
B X X X
= . Y C D
D
E
F
Path length

For example: the degree of separation between:
« node A and nodes B, C, D, E or F is 1 as they are all directly linked,;
* node A and nodes X, Y, or Zis 2;
* node Xand nodes B, C,DorFis 3;
* node Xandnode Zis4: XtoE, Eto A,Ato Fand F to Z.
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Four basic types of network model are found in litezature and Fig. 3.2.1 shows an
example of each.

* The regular lattice, shown in panel (a), represémessimplest type of network
and is often used in cellular automata models. Naale linked to their four
immediate neighbours only.

 Random linking, shown in panel (b), has been aedlysnce the mid-twentieth
century, starting with Ekig and Rényi (Newman et al, 2006, p.12). Most nodes
will have approximately the same number of linkd #me degree of connectivity
follows a Poisson distribution. Thus “it is extregneare to find nodes that have a
significantly more or fewer links than the avera@g®@arabasi & Bonabeau, 2003).
Path lengths are short (Pool & Kochen, 1978/9).

e The ‘small world’” network, shown in panel (c), isoduced by a few random re-
wirings of a regular lattice to produce a modelhwitigh clustering and short
paths (Watts & Strogatz, 1998). In effect, the $marld model inherits its
clustering from the regular lattice and its shoaths from the random model
(Dorogovtsev & Mendes, 2003, p.105).

* The preferential attachment or scale-free netwoddeh shown in panel (d), is
created by new nodes tending to link to those Hietady have many links
(Barabasi & Albert, 1999), echoing what Merton (&P@ermed the Matthew
Effect or ‘the rich get richer. This creates a kar-spoke pattern: many nodes
have only one link and a few nodes have many lifk& degree of connectivity
follows a power law distribution. (It is becausetlb& mathematical properties of
power laws that the network is called ‘scale-free’.
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Fig. 3.2 1: Examples of four basic models of netwks.
All with 30 nodes.

(a) Regular lattice: each node is linked to its four (b) Random network: most nodes have three or
immediate neighbours. four links.

(c) Small world network: most nodes are linked (d) Preferential attachment (scale-free) network:
only to their immediate neighbours. a few nodes have many links.

Generated using NetLogo (Wilensky, 2009).

In theory, different types of network can be digtirshed on basis of the distribution of
their degrees of connectivity: a Gaussian (symmaridistribution is associated with a
small world network, a Poisson distribution withramndom network and a power law
distribution with a preferential attachment netwdtks, however, difficult to assess from

real-life observations whether the distributionldals a power law. The easiest way to
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identify such a distribution is to plot the datasngt logarithmic scales and if the result is
a straight line, then the distribution is probablypower law, although this cannot be
guaranteed. (For a technical discussion, see Glatsd#, 2007.) Furthermore, it is clear
that some distributions follow a power law functionly in part. In particular, they are

found to have fewer observations at the extremitias would be expected with a power

law and they are described as truncated.

The rest of this Section looks at the extent toclwhiransport and communication

networks can be represented by these models. ®i&petion turns to social networks.

Transport networks

Looking at the physical structure of transport reekg, Barabasi & Bonabeau (2003)
asserted that the US highway system is a randomonietbecause most nodes have
roughly the same number of links. But this is ptapalue to the geography of the US. In
Britain, major routes have focused on London siRoenan times, giving a hub-and-
spoke pattern, similar to those produced by a peafal attachment network. For the
420 railway stations in the south-east of Englam@005-06, | counted the number of
links from each station using National Rail's (2D0&aps. Fig. 3.2.2 shows that a power
distribution fits well, suggesting that the preferal attachment model might represent it

well.

Fig. 3.2.2: Links at railway stations in south-easEngland: 2005-06.
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Data source: National Rail (2008)
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Using data on traffic at airports, Amaral et al @p found that there were “truncated
scale-free networks, characterized by a connegtiistribution that has a power law
regime followed by a sharp cutoff”, due to, amortigeo things the cost of adding links
and the physical impossibility of having very lamgember of links. My analysis of traffic

data for the 2,506 stations on the British railwepwork in 2005-06 produced a similar
result, as shown in Fig 3.2.3. While traffic at thesiest 1,000 stations clearly follows a

power law, this does not apply to the less busyosts: there is a sharp cut-off.

Fig. 3.2.3: Traffic at British railway stations: 2005-06.
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Data source: Office of Rail Regulator (ORR) (2008)

Thus it appears that the standard network modeisbeaapplied to both the physical

structure and use of transport systems.
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Communications networks

Aiello et al's (2001) analysis of phone call dataygested that, at the very large scale,
random patterns may appear. More recent work hggested that a power law, with or
without a cut-off, applies to communication netwstko:

» the number of calls received by customers of AT&IBRg distance telephone
service in the US during a single day could be Hestribed by a power law with
a cut-off (Aiello et al, 2000; Clauset et al, 2007)

e Onnela et al (2007a) constructed “a connected rm&ta03.9 million nodes from
mobile phone call records” that covered a fifthaoEountry for 126 days. They
found that “in general, the degree distributionge akewed with a fat tail,
indicating that while most users communicate witlya few individuals, a small
minority talks with dozens”;

e Lambiotte et al (2008) collected data on 2% millioobile phone users in
Belgium over 6 months and found that the distrinutof degrees of connectivity
followed a truncated power law distribution.

To the extent that communication networks refl@éet ainderlying social networks, these
findings suggest that social networks may be a sbpreferential attachment network.
The next section turns to social networks.
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3.3 Social Networks

Social network researchers face three levels oblpros: defining what is to be
measured, deciding how to measure it and who tludiec To study a whole network
requires defining the population, listing all thembers and identifying all the ties. Such
studies may be neither feasible nor appropriatelifdée, 1988, p.26). Given these
conceptual and practical problems, a more eassigaiehed concept is a social network
“centred upon an individual” i.e. all those who bdies with a specified individual. Such
networks are variously called ‘ego-centred’ (Wasser & Faust, 1994), ‘personal
communities’ (e.g. Wellman, 1990; Suitor et al, Ip%r ‘personal networks’ (e.g.
Grossetti, 2005). | will call them personal netwarlccording to Smoreda and Thomas
(2001) a personal network is:

“described by its size, its composition (family mmars, friends, acquaintances
and colleagues, neighbours), its intensity (thejdescy of interaction or the
social distance among its members), its geograptaoge (members living in the
vicinity, the same region, the same country orvefs®e abroad)”.

Fig. 3.3.1: Personal networks.

To labour the difference between a

* * social network and a personal

+ network, Fig 3.3.1 shows three

* / \* personal networks, of A, B and C

n
-
o
’

respectively. The links are

* ¢ By~
* l\ A/,:**'\ directional. A links to B and C; and B
- "*
%4

and C reciprocate. A’s personal

* l/*\‘* network does not show whether there

are any links between A’s links.

However, combining all the personal
* networks of the 11 individuals

illustrated would produce a complete

set of relationships between all the

members, a social network.
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This Section looks first at the characteristicpefsonal networks then at those of social
networks and concludes by identifying the key cbianastics to be replicated in a model

of a social network.

Characteristics of personal networks

The basic characteristics of personal networkstlaeecharacteristics of nodes, which

following Section 2, are the degree of connectiaityl the clustering coefficient.

The degree of connectivity is simply the size gdessonal network and will depend on
what relationships are used to draw up the netwbhle size of personal networks can
vary from a few to thousands, depending on the tfpelationships studied. Following
Boissevain (1974, pp.47-8), five types of ties barbroadly defined:
» strongest: closest relatives and a few close fepnd
e strong: emotionally important very close friendsdarelatives with whom
relationships are actively maintained;
* medium: emotionally important very close friendsdarelatives with whom
relations are passively maintained;
* weak: people who are important for their “economua social purposes and the
logistics of everyday life”(ibid);

* weakest: acquaintances, whose names may not benknow

Most researchers have focused on the strongearnig¢slepending on the definition used,

these networks can range in size up to about S8@sn in Table 3.3.1.
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Table 3.3.1: Sizes of personal networks based omaiger ties.

Label No. Country Notes Source
“Confidants” 3 us Marsden (1987)
“Intimate” 4-5 Canada Wellman et al (1997),

Mok et al (2007)
“Support clique” 5 Dunbar (1993 & 1998),
Hill & Dunbar (2003)
“Close friends” 9 GB Microsoft (2006)
“Personal cell” 10 Malta Boissevain (1974)
“Friends” 9-11 us Teenagers Schiano et al (2002)
“Intimate”+ “significant” 11 Canada Mok et al (forthcoming)
“Sympathy group” 10-15 Dunbar (1993 & 1998):
Hill & Dunbar (2003)
“Core” 15 us Median Boase et al (2006)
“Interacted” 18 us All interactions | Vronay & Farnham (2000)
in last week
“Support group” 18.5 us Fischer (1982)
“Active ties” 20 us/ Wetherell (1998)
W. Europe
“Core” 23 us Average Boase et al (2006)
“Close” & “somewhat 23 Canada Average Carrasco et al (2008b)
close”
“Contacts” 20-30 GB 20-30s & >50s | Smith et al (2002)
“Personal” + “Intimate A” | 30 Malta Boissevain (1974)
“Core” + “Significant” 31 us Median Boase et al (2006)
“Band” 30-50 Dunbar (1993 & 1998):
Hill & Dunbar (2003)
“Core” + “Significant” 40 us Average Boase et al (2006)
Instant messenger 50 Global Average Leskovec & Horvitz (2007)
‘buddy list”
“Friends” 54 GB Includes kin Microsoft (2006)

Dunbar (1993) argued that “there is a cognitiveitlita the number of individuals with

whom any one person can maintain stable relatipsgharound 150, based on his study
of primates. He cited many examples in both histriand modern societies and
organisations. Some argue that Dunbar’s findings raot relevant to human societies
because primates do not use spoken language, gltl@nnela et al (2007a) found some

support for Dunbar’s number.

In contrast, the number of acquaintances coulahlibe thousands, as could the numbers
of people ever known in a lifetime (Pool & Kochd®,78/9; Marsden, 2005). Boissevain
(1974, p.48) took a very broad definition to ina@uakeople who his respondents “had met
and had dealings with in the recent or distant’pasti who “formed the social universe

of persons who could help him solve his problenB3di¢sevain, 1974, p.36). On this
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basis, the size of the personal networks rangeah 888 to 1,751 (ibid). Zheng et al
(2006) estimated that the average total network isizhe USA was 750 in 1998-9. Other
estimates of total network size range from 200 weral,500, but it is not clear how
‘network’ has been defined (Wellman, 1990; WetHerd98; Wellman & Gulia, 1999;

Marsden, 2005). A selection of studies of widerspaal networks are summarised in

Table 3.2.2 using the five-zone framework.

Table 3.3.2: Personal networks sizes by strength oé.

Boissevain Dunbar Wellman & Boase et al
(1974) (1993 & 1998) & Gulia (2006)
Hill & Dunbar (1999) Summar
(2003) y
Time 1960s Various Various 2004
Place Malta Various Various USA
Strongest Support clique: 5 | Intimate: 6 5
Personal zone: Cpre:
Median, 15.
10 Sympathy group: Average, 23
Strong 7 ’ Slgnlfl- 5-10
cantly
Intimate zone strong: Significant:
Medium A Band: 23 45 Median, 16 20-30
20 Average, 27
Cognitive group: Friends,
115 .
Intimate zone reIat|ve§ and
Weak i . acquaint- 100-150
B: Maximum ances: 150
100 network: 153.5 950+ )
(GB)
Rest of social
Weakest universe: Meﬁ;al;bfalngngO 500-1,600
488-1,601 roe-1,
Total 600-1,750 1,500-2,000 Over 1,000 600-2,000

Note the figures used are not cumulative i.e. tlaeeel0 in Boissevain’'s “personal zone” and anoftein
his “intimate zone A", giving a total of 30 in the$wo ‘zones’, which represent those with the gjemt
ties.

Howsoever defined, personal networks vary in sieéwben individuals. Boissevain
(1974, pp.124-5) noted the existence and importaheeell-connected people, or ‘stars’
as Travers & Milgram (1969) called them. It is thdew, well-connected people who
cause the cumulative degree of connectivity tofésetailed’ and follow a power law. But
often researchers limit the number of names catedtom their respondents and even
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when respondents are given full freedom, only surgnsiatistics are reported. For
example Boase (2008) found that the median numibective ties was 35 against a mean
of 51, implying a right-skewed distribution. Thelwf&008) found themedian number
friends on the social networking sikdySpacein 2007 was 27 but some had over 90,
approximately following a power law distributionisEher (1982, pp.38-9) found that
while the average size of the personal networkshith he was interested was 18%, one
individual had a network of 67. The left panel a§.F3.3.2 shows that compared to a
Poisson distribution, which would suggest a rana@twork, distribution of connectivity
in Fischer's sample is positively skewed and hdat-#ail; while the right panel shows
that although a power law fits the tail of Fisclsedistribution well, it is not a particularly

good fit overall.

Fig. 3.3.2: Fischer’s distribution of personal netwrks.
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Not all social networks can be fat-tailed, howeBnuggeman (2008, p.34) pointed out
that “the distribution of close friendships cannbave a fat-tail”. As Aristotle
(c300BC/1996, Book 9: x, 3-6) noted, “the numberook’s friends must be limited”

because, in modern terminology, the maintenanceocfal networks is not costless
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(Gilbert, 2006). Such costs result in cut-offs @alrnetworks (Watts & Strogatz, 1998;
Amaral et al, 2000; Barthélemy, 2003). Where thoseoffs fall depends on the type of
network being modelled: the cut-off will be at awemall number if it is a network of
‘confidants’, with an average of two or three (Mi#an, 1987) but for acquaintances, the
number could be in the hundreds or even thousashdssaussed. Thus any model should
limit the size of personal networks because of dbsts to individuals of maintaining
them. But the model should also permit the siz@atonal networks to vary between
individuals (unlike, for example, Watts et al, 2DQ@th the possibility, if required, of

some individuals having much larger personal neta/tinan average.

Kin represent a special subgroup within personavokks. But the concept of kin is

fluid. Kinship groups are socially constructed: ¢&d conventions” determine who are
regarded as relatives and these vary between esl{derubel, 2004, p.67). Furthermore,
kinship does not necessarily imply a strong saaktionship, although Microsoft (2006)

reported that over a third of “Brits” regarded ‘ftheaum” as a close friend: and similarly
for a brother or sister. Nevertheless, kin, howsoealefined, are often an important part
of a person’s social network and appear to acctarrbout half of strong relationships
(Wellman et al, 1997; Fischer, 1982; Morgan etl897). Even among larger networks,
kin may still form a significant group; Hill & Durdy (2003) reported larger networks
containing between 10 percent and 37%2 percentkimnetworks also differ from non-

kin because they tend to be more heterogeneoush@isén et al, 2001).

Aristotle (c300BC/1996: Book 9: x, 3-6) also notdtht “one’s friends must also be

friends of one another”, implying that the clustericoefficient is high. More recently,

Granovetter (1973) suggested that the strongertitsethe more similar people are.
Indeed, homophily — the principle that contact kestw similar people occurs at a higher
rate than among dissimilar people — is a key chariatic of social networks. McPherson
et al (2001) reported that, in the US, race anadieitly are the most important factors
followed, in order, by “age, religion, educatiorgcapation and gender”. In analysis of
social networks, the extent to which one’s frierade also friends of each other is

measured by the clustering coefficient while whoetwork density is the ratio of the
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actual number of links to the total possible in soeial network. Rolfe (2004) reported a
set of studies in which the clustering coefficigatied from 0.27 to 0.52. According to
Scott (1991, pp.80-2) Wellman found that the mdastering coefficient of the personal
networks he studied — based on 6 named individu&dsbe 0.33, although half were less
than 0.25 and one in eight, over 0.75. Denser misvocomprised a higher proportion of
kin: three-quarters of the densest networks werdikid). Fischer estimated the average

clustering coefficient as 0.44 but ranging fromazeer one (Fischer, 1982, p.145).

Characteristics of social networks

In Section 2, it was noted that networks have thya@sc characteristics: size, path length
and density. The size of a social network depemdhe group under study: it could vary

from an extended family to a nation.

If everyone knew everyone else, then density wdnddequal to one. That may be the
case in small communities, but it is clearly na tase in larger ones. Even if on average
an individual knows, in some sense, a few thougswgple, that is only a tiny fraction of
the almost 7 billion people on the planet. Thusbgladensity is low. Despite this low
density, the ‘small world effect’ was first note@ 8ears ago (Karithny, 1929/2006): i.e.
that anyone in the world can be reached by a fepsstin network terminology, path
lengths, the number of links between any pair divilduals, are short (Watts, 2004b,
p.38).

Pool & Kochen (1978/9) argued, using a thought erpent, that if links were random,
the small world phenomenon would rarely be obseret when it was, the path length
would be short, with only two links; in contrashely suggested that Americans were
linked by just seven intermediaries due to thecstme of society, to the tendency of
similar people to mix with other similar people. ite clustering. While there is abundant
anecdotal evidence, scientifically-based evideadhin.
* Milgram’s famous experiment suggested that thereewest “six degrees” of
separation, although this is based on just 64 sheompleted by middle-class

Americans (Travers & Milgram, 1969). However, amadvidgram’s papers held
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at Yale there are details of an earlier, unpubtistetudy that he undertook, in
which only three of the 60 chains (5%) were congaefWatts, 2004b, p.134;
Kleinfield, 2002a, 2002b). Watts (2004b, p.134)arpd that “only a handful of
other researchers had attempted to replicate Milgrdindings, and their results
were even less compelling than his”.

* On the basis of a study undertaken between 2002@d8 using email, Dodds et
al (2003a, 2003b) concluded that social searchesreach their targets in a
median of five steps within countries and sevennie chain extends between
countries. However, of the 24 thousand messageghaitiated, just 384 were
completed: that is, 1.6 percent. Dodds et al (2@l&@)jned that the main reason

for chains failing to complete was due to randoitufa.

But as Watts (2004, p.136) pointed out, just beegeople cannot find a short path does
not mean that it does not exist. Leskovec & Hor¢#@07) overcame the search problem
by analysing communication links between 1,000 pegpobally, and found an average
path length of 6.6 but a maximum of 29. However,Daglds et al (2003a) reported
“much about this ‘small world” hypothesis is pooriynderstood and empirically
unsubstantiated”. Indeed, Liben-Nowell & Kleinbex@2008) analysis of the progress of
internet chain letters found that rather than girepwidely and reaching many people in
a few steps, as the small-world model would suggésty actually followed “a very

deep, tree-like pattern, continuing for severaldred steps”.

Recently Newman (2003; Newman & Park 2003; Newntaal 2006, p.555) suggested
that a key feature of social networks that distisges them from other networks is the
positive assortativity of the degree of connecjivie. those with many links link to
others with many links. Bruggeman (2008, p.35) siaggested that positive assortativity
is a type of homophily: sociable people like oteeciable people. There does not appear
to be agreement on how assortativity should be aredgsee Newman, 2003). Newman
(2002; 2003) devised an index that equals one wienm is perfect assortativity and lies
between zero and minus one when there is compistsgbrtativity: a random network,

for example, would produce an assortativity indéxzero. Applying his measure to
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datasets of coauthorships, film actor collaborajaompany directors and email address
books, Newman (2002) found that his assortativitdex was positive; while for
technological networks (such as power grids andinternet) and biological networks
(such as food webs and neural networks) the indax megative. Onnela et al (2007a)
also found evidence of positive assortativity ieithstudy of mobile phone use. More
work is needed to establish whether positive aaswitly is indeed a feature of social
networks. But if it is, then neither random norfprential attachment network models
provide this characteristic and so new models egeaired.

Dynamics

How do personal networks change over time? Boiss€l®74, p.48) suggests that “a
person’s network is a fluid, shifting concept”. Thige, structure and membership of a
personal network will change over time, as thevitlial ages. For example, Grossetti
(2005) reported “a constant turnover” in persomddtronships: developing from family
at birth though to friends at school, adding codeos and neighbours in adulthood.
Older people appear to have smaller networks tloamger people, but this may be as a
result of differences in definition, with older p#e less ready to define someone as a
friend while teenagers seem to collect names, pesrlas a way of establishing their
identity independent of their families. For example

* Ling & Yttri (2002) reported that Norwegian teenadhbetween 100 and 150
names in their mobile phones’ address lists eveagh “many of the names were
infrequently used”.

* Smith et al (2002) found that British teenagersnoéal a network of 70 contacts
on average, much larger than other age groupsestudi least in part because
they defined their networks more broadly.

» Fischer (1982, p.253) noted “The older responderdse, all else equal, ...the
smaller their networks”.

e In Britain in 2000, those under 30 were more likiglyeport friends living nearby
and report more friends than other age groups (Gau et al, 2000).
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However, it is not clear to what extent the changresdue to ageing per se and to what
extent to life events. Key life stage events, sashmarriage, do affect the both the size
and structure of the network (see Kalmijn, 2003 Katinijn & Vermunt, 2007). Matsuda
(2005, p.136) noted that Japanese singles’ pers@atabrks concentrate on friends while
those of married couples focus on relatives andghteurs. In Britain lone parents with
dependent children are particularly likely to hadlely contact with kin, friends and
neighbours (Coulthard et al, 2002). Wellman etl&9() suggested that it is the change
in marital status that matters — be it marriagdiworce — rather than age.

As noted by McPherson et al (2001), longitudinaldgts are rare. Morgan et al (1997)
studied the personal networks of older widows @/gear and found “a core set of ties”,
often kin, that were present at every interviewspla peripheral set of ties” that appeared
once or twice and tended not to be kin. Over 10syearound a quarter of close ties
persist (Wellman et al, 1997; Suitor & Keeton, 1P97 appears that there is a large
turnover of members of a personal network, espgamin-kin. Kin relationships are not

easily broken and are likely to persist over tinvereif contact is infrequent and the
social ties are weak. The structure also appeatsetaffected by changes in marital

status, both marriage and divorce.

While the evidence on changing personal networkpasse, it is clear that a good model

of personal networks should allow them to changesickerably over time.
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Conclusion

Bruggeman (2008, p.36) listed seven key charatteyisand Wong et al (2006) listed
five, partly overlapping with Bruggeman’s. Drawiog these, together with the above
discussion and sometimes rather weak evidencppéas that personal networks should:
e be of limited size, the limit depending on the tyeelationships being studied;
e vary between individuals, with a fat-tailed distriton of degree of connectivity
except for close associates;
e display high clustering, i.e. members of an indisdtls personal network should
tend to know each other to reflect homophily;

e change over time.

Ideally a model of a large social network shouldehtne following key characteristics:

e a low whole network density, i.e. only a very fewtbe potential links in the
network should actually exist (although this mayt be true for small, closed
groups);

e positive assortativity by degree of connectivitg. ithose with large personal
networks tend to know others with large personalogks;

e communities, i.e. groups of people that are “higtynected within themselves
but loosely connected to others” (Wong et al, 2006)

e short path lengths, i.e. others can be reachedimad number of steps.
How does this list compare with the four networkd®ls described in Section 27?
The regular lattice has limited personal networkesihigh clustering as many of one
node’s neighbours will also be neighbours of eatirerp and a low whole network

density. But it fails to meet the other criteriadas therefore a poor model of a social

network.
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Random networks have limited personal network sizé short paths (Dorogovtsev &
Mendes, 2003, p105). But social networks are najeineral created by making random
links: rather, homophily dominates. So it is harsllyprising that random networks fail to
replicate other key features of social networksdebd, the assortativity index of a
random graph can be shown analytically to be zé&tewfman, 2002). So random

networks are not good models of social networkseeit

The small-world model is closer to a social netwtréan the regular lattice or random
networks: it has high clustering and short paths.iBdoes not produce communities, nor
nodes with high degrees of connectivity, nor digglasitive assortativity. Watts agreed:
“the small-world model is not in general expectedbe a very good model of real
networks, including social networks” (Newman et2006, p.292); and Crossley (2008)

concurred.

The preferential attachment model can be criticisedthe basis of its underlying
dynamics. People do not usually know who has marks land even if they did would
not necessarily want to link to these popular peopt the ‘target’ may not want to
reciprocate. For instance, the failure of Milgramésmd subsequent small world
experiments could be taken as evidence that pdwple only limited information about
others’ connections (Travers & Milgram, 1969; Dodxsal, 2003). In their studies of
sexual partners in Sweden Liljeros et al (2001)ntbevidence of people seeking out
those with many links. As with the random netwotlke assortativity index of the
preferential attachment model can be shown analigito be zero (Newman 2002). But
the preferential attachment model does producevbwle network density, a fat-tailed

cumulative degree of connectivity and communitaasl it can produce short paths.
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Table 3.3.3 summarises how the four basic netwarklets discussed in Section 2 score
against the desirable characteristics just degtribeshows that none of these standard

network models seems to be a very good model bperaonal and social networks.

Table 3.3.3. Summary of characteristics of the foubasic network models.

Characteristic Regular Random Small- Preferential
world attachment

Personal networks

Personal network size limited v v v X

Variation in size of personal

networks, with fat-tail distribution X X X v

where appropriate

High clustering v X v X

Change over time X X X Only growth

Social networks

Low density v v v v

Short path lengths X v v Possible

Positive assortativity X X X X

Communities X X X v

In effect, a good model of a social network woutdamble the preferential attachment
model but with more links to provide more highenstering, and more links between
those who are well-connected, but nevertheless witbut-off; and specify way of

changing over time. To illustrate what this mighdK like, Fig. 3.3.3 compares the scale-
free model of panel (d) in Fig. 3.2.1 with the samedel extended to reflect social
networks. The problem is how to generate such war&tand this is addressed in the

next Chapter.
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Fig. 3.3.3: Comparison of the preferential attachmet model and a social network.
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Chapter 4. A New Model of Social Networks

The previous Chapter explained why existing netwmddels are not good models of
social networks. This Chapter presents a new maahg agent-based modelling, first
set out in Hamill & Gilbert (2009). In addition the four basic models described in the
previous Chapter, recently two agent-based modele heen proposed:

* Pujol et al (2005) also concluded that the smaltldvand scale free models are
based on “unrealistic” sociological assumptions.wieer, they based their
agent-based model on social exchange theory thaieisnthat people weigh the
costs and benefits of social relationships. Thishighly contentious among
sociologists (see e.g. Harper, 2003). A model tlws not rely on such strong
sociological assumptions is needed.

* Thiriot & Kant (2008) produced a methodology usiBgyesian techniques to
bring together diverse data sets to create an d@gs®d model of a social
network with “high clustering rate, low density amdow average path length”.

The approach taken here is different: this agesettaocial network model is based on a

minimum number of sociologically plausible assumps and minimal data.

As discussed in Chapter 3, homophily is an imparteterminant of the structure of
society. To reflect this, Watts et al (2002) progllil@ model in which “the probability of
acquaintance between individuals” “decreases wettrehsing similarity of the groups to
which they belong”. In their model, by tuning a gln parameter, they could create a
“completely homophilous world of isolated cliques” at the other extreme “a uniform
random graph in which the notion of individual demity or dissimilarity has become
irrelevant”. Newman et al (2006, p.292) suggestbdt tthis model is “possibly
moderately realistic...based on a hierarchical divisnto groups”. The model presented
here draws on these ideas. Section 1 describdsasie structure of the model, which is

extended in Section 2. Dynamics are added in Se8tiand Section 4 concludes.
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4.1 Basic Structure of the Model

The model is based on the ideas of social spacearidl distance, which can be traced
back to Park (1924?) and was developed by Heidéb81p.191) among others.
McFarland & Brown (1973, pp.226-7) suggested tbatad distance could be used in two
distinct ways: to measure interaction, where thalse are short distances apart are likely
to interact (which they attributed to Bogardus)d a0 measure similarity, where short
distances imply similar characteristics (which thayributed to Sorokin (1927/1959,
pp.3-10). Faust (1988) showed how different critezould be used to draw different
social maps of the same group of people. Wassedn&aust (1994, pp.385-7) used
multidimensional scaling to map “a set of entitinsa low dimensional space so that
those entities that are more similar to each atinercloser in the space”. More recently,
Hoff et al (2002) used the concept of social disgann three ‘classic’ sets of network
data to obtain better explanatory models than cdadd obtained using alternative
approaches. Finally, Edmonds (2006) argued thas itmportant to bring together
physical and social spaces and argued that thewsmyto do that is by using agent-based
models. Models similar to that proposed below héeen reported in the physics

literature, e.g. Barthélemy (2003) and Hermanr €G03).

The setting for the model is what could be calleaal map. While a geographical map
shows how places are distributed and linked, tlieasmap does the same for people. In
this model, the closer any pair of agents, thetehdhe social distance between them. If
it were considered that geographical distance attatermined social relationships, then
this social map could become a geographical map didtance measured in miles or
travel time. However, Wellman (1996) argued thab&mintimate and other active ties
are not with neighbours”. And the data producedCioylthard et al (2002) showed that
just over half the people in Britain knew few omeoof their neighbours in 2000.

The model is based on the concept of social cirdesidea dating back to at least
Simmel (1902). The term “circle” was then used asaphor. Yet a circle has a very
useful property in this context: the formal defioit of a circle is “the set of points
equidistant from a given point”, the centre (Weagst 1998, p.246). The circumference
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of a circle will contain all those points withindistance set by the radius — which will
henceforth be called the ‘social reach’ — and e®a cut-off, limiting the size of
personal networks. For a given distribution of ageacross the map, a small reach can
create a disconnected, gesellschaft-type societyarge social reach, a connected,
gemeinschaft-type society. Alternatively, if thesd reach is very small, it can be said to
replicate a network of close family and friendslaifger, it becomes a model for larger

networks including acquaintances.

Agents are permitted to link only with agents whan aeciprocate i.e. agents must be
within each other’s social reach to link. If thisere not so, then if A were to have a
bigger social reach than B, then B could be in d&isle but not vice-versa; this would
imply that A ‘knows’ B but B does not ‘know’ A, abustrated in Fig. 4.1.1(a). Although
there may be all sorts of asymmetries in the @stiip between A and B and in their
communication pattern, they must in some sense ‘kntw’ each other. This definition
thus excludes, for example, ‘knowing a celebritges on TV where there is no
reciprocal contact. This assumption is discussetthdu in the last Section. The simplest
way to achieve reciprocity is for all agents to datie same reach, as shown in Fig.
4.1.1(b), but this assumption is not essential, vaifidbe relaxed later. However, | start by
exploring the properties of the simplest modelwimch all agents have the same social
reach.

Fig. 4.1.1: Reciprocity and social reach.

(a) No reciprocity: different social reaches: A (b) Reciprocity with the same social reach.
knows B but B does not know A
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Ceteris paribus, the size of personal networks weéitly with social reach: the larger the
reach, the larger the size of the personal netwbokrepresent personal networks larger
than ‘intimates’, a large population of agentsaguired. The simulations presented in
this thesis use a population of 1,000 agents, mgahiat there are almost half a million
possible undirected links (1,060999 / 2). These agents are randomly distributedsac
an unbounded grid of just under 100,000 cells, tmaglucing a population density of

about 1 percent.
Degree and density

Hermann et al (2003) studied a similar model baseda continuous manifold” (rather

than the discrete torus used here) and suggess&tdnttsuch a spatial model, as the
number of nodes is increased and the social resticed, the connectivity distribution

tends towards a Poisson distribution. Fig. 4.1@shhow the connectivity of the agents
changes as the social reach is increased: thébdisbn is flattened. For a social reach of
up to about 30, the connectivity of nodes followBasson distribution — the mean is the
same as the variance — suggesting a random netwotkpr larger social reaches, the
mean tends to exceed the variance. (To explordhesalarger than 50, more agents are

needed.)

Fig. 4.1.2: Degree of connectivity by social reach.
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Although the personal networks of all the agenésdmfined by the same social reach, the
numbers in each personal network will vary duehi randomness in the distribution of
agents across the social map.
» Setting the social reach at 15 produces an averag®nal network (or degree of
connectivity) of 7. With this small social reachamy agents have few, or even,
no links but some may have as many as 20 linkgotia there are some 3%
thousand undirected links giving a whole networkgigy of 0.7 percent. This is
illustrated in the left hand panel of Fig. 4.1.Bet(red) dots indicate agents and
the (grey) lines, the links between them.
» Setting the social reach at 30 produces an avgrag®nal network of 28, ranging
in size from 11 to 52. Now there are some 14 thodigandirected links giving a
whole network density of almost 3 percent. Thisllisstrated in the right-hand
panel of Fig. 4.1.3.

In both cases, communities (i.e. groups of ageht&t are well connected within
themselves but loosely connected to other grougrshe seen.

Fig. 4.1 3: Samples of networks with different soal reaches.
(Red nodes, grey links.)

Social reach = 15 Social reach = 30
Average personal network size = 7.2 Average personal network size = 28.4
Total no. of undirected links = 3,600 Total no. of undirected links = 14,200
Whole network density = 0.7% Whole network density = 2.8%
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Clustering

In Chapter 3, a node’s clustering coefficient waireed as the extent to which the nodes
connected to it are in turn linked to each otheof6 1991, p.74). In this model, in which
all agents have the same social reach, where agentscated very close to each other,
their circles will largely overlap and they will &w most of the same agents. At the other
extreme, when an agent is located on the circuméeref another’s circle, the overlap
will cover 39 percent of the area of each circlni$ is illustrated in the top right hand
panel of Box 4.1.1, with the mathematics in tog kdind panel.) Thus if agents are
uniformly distributed over the space, then the mimn clustering coefficient will be
0.39.

Given the geometry of circles, and the assumedtmifdistribution of agents, then half
the agents in a personal network will be within 6fZhe reach (as shown in the middle
panel of Box 4.1.1). In these circumstances, tlenagill have a clustering coefficient of
0.56 or more with half of the agents in its netwahkd a coefficient of between 0.39 and
0.56 with the remainder (as shown in the bottomepah Box 4.1.1). This is only a

theoretical result as it will only be observed lietagents are evenly distributed. In

practice, agents will not be evenly distributedillastrated in Fig. 4.1.3.
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Box 4.1.1: Mathematics of circles.

The area overlapping is given by the formula
2arcco%jd - @jdx/ 4-d?

where d is the distance between the two centres of the
circles (Weisstein, 1998, p.250).

When d = the unit radius, this reduces to
1 1

2arccos— |—| — \/§
2 2

=2.09-0.87=1.23

The area of the unit circle is 1, (as = 1) so the
proportion overlapping is 1.23/3.14 = 0.39.

d= Reach

d=0.7 Reach

Area of a circle = 7 1
Percentage of the area of the large circle covered by
inner (grey) circle of radius r’ =

I—Ir|2 r|2

Mr?  r?

If r =1, then r* = 1, and so the percentage of the area
covered by inner (grey) circle of radius r' =

re.

So if r = 0.7 then 49% of the area of the larger circle
will be covered by the smaller (grey) circle.

Summary

The table shows how the clustering coefficient varies if
agents are distributed uniformly.

If the distance between agent A and agent B is equal to
the radius (or reach), then 39% of the agents in A’s
circle will also be in B’s circle. By definition, all agents A
knows are within the radius. This set of results is shown
in the bottom row of the table.

If the distance between A and B is 0.7 of the radius (or
reach) then 56% of the agents in A’s circle will also be
in agent B’s circle. Half the agents in A’s personal
network will be within 0.7 of the radius (reach). This is
shown in the shaded row in the table.

Cumulative
d relative | Percent area |percent of
to radius | overlapping |agents
within d *
0 100 0
0.1 94 1
0.2 87 4
0.3 81 9
04 75 16
0.5 69 25
0.6 62 36
0.7 56 49
0.8 50 64
0.9 45 81
1 39 100
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In particular, if the social reach is set very laand thus the personal network size is
small, then none of those in an agent’s personalork may know each other, giving a
clustering of zero; alternatively, all the agentsynbe close and know each other
producing a clustering coefficient of one. Examptdsthese two extreme cases are
illustrated in the top panel of Fig. 4.1.4. In batkamples, agent A has a personal
network of two, B and C: but in the left hand ca8e&nd C do not know each other while
in the right had case, they do. The lower paneFuf. 4.1.4 shows the results of
simulations to calculate agents’ clustering coédfits. (The calculation method is
explained in Box 4.1.2.) The simulations confirmattkhe clustering coefficient will vary
more for smaller social reaches than larger oned;as the social reach increases, the
minimum of the clustering coefficient will tend @39 with an average of about 0.56.

Fig. 4.1.4: Variation in clustering coefficients.

A’s clustering coefficient = 0 A’s clustering coefficient = 1

Clustering coefficient with the social reach (sr) s et at 15, 30 and 50.

60
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Clustering Coefficient

Percent of agents
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Box 4.1.2: Calculating the cluster coefficient: exaple and pseudo-code.

There are 4 in A’s personal network
indicated by solid (red) lines.

Thus there are potentially (4 x3) /2 =6
undirected links among A’s network
(excluding the links to A).

Of these 6 potential links, 2 exist:

B to C, and B to E — as indicated by broken
(grey) lines and in the matrix below. Thus
A’s clustering coefficient =2 /6 = 0.33.

For the other nodes, the clustering
coefficient is

B=3/6=05
C=2/3=0.67
D=0
E=1/1=1
F=1/1=1

The program works by taking each pair of links in turn and calculating the extent to which the

agents at each end are linked to the same other agents.

Pseudo-code Example
Link Ato B

Total links = sum of the number of links to the agents at A=4&B=4

each end of the link Total links = 8

List the agents’ links A'slinks: B,C,D, E
B'slinks:A, C, E/F

Eliminate duplicates A B,C,DEF

Net links = number left 6

Calculate the overlap

= total links less the net links 8-6=2

Calculate the overlap ratio for each end *
= (overlap / (size of personal network — 1))
(“-1" because the ends don't count)

ForA:2/(4-1)=0.67
ForB:2/(4-1)=0.67

Repeat for each link

See below

Calculate the clustering coefficient for the agent by taking
the average of the coefficients for each link.

So A’s clustering coefficient
=(0.67+0.33+0+0.33)/4
1.33/4=0.33

Links Personal No. of links A to agent Overlap | Overlap ration
from Ato | network Total Net

B 4:A,C,E,F |8 6 2 2/(4-1)=0.67
C 3:ABF 7 6 1 1/(4-1)=0.33
D 1:A 1 1 0 0

E 2:AB 2 1 1 1/(4-1)=0.33
A’s clustering coefficient (average of above) 0.33

* In this example it happens to be the same for each end of the link, but this may not be the case.
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Path length

The minimum number of links from one agent to aratlthe path length, is determined
by the size of the ‘world’, the social reach ané thstribution of agents. Ignoring the
distribution of agents, using geometry it is pokestb calculate the theoretical path length
given the social reach and the size of the woBetdils in Box 4.1.3.) According to this

calculation — which is referred to as the geomakmsaximum path length — if the social
reach is set at 30, then the maximum number otdtepveen any pair of agents will be
7.4 given the world size of about 100,000 cellst Bus calculation is based on the
maximum distance and most agents will thereforeclbser, making the average path
length shorter. Against this, no account has bed#ent of how agents are distributed
across the space: optimal paths may not be atlaeiraid so the true maximum will

probably be higher.

Box 4.1.3: Calculating the theoretical maximum pathHength using geometry.

Dimensions of grid: 315 x 317 (99,855 cells)
An agent at the centre of this grid will be at
least 159 units from the edge (317/2).

But the diagonal provides the furthest distance
and by Pythagoras’s theorem, this diagonal will
be 222 units. F
315 !
The number of steps needed to cover this 159
distance will depend on the social reach: the
smaller reach, the more steps needed. 157
So if the social reach were set at 30, then there L]
would be a theoretical minimum of 222/30 = 7.4 ﬁ
between the two most distant agents: if the
reach were 15, it would take 14.8 steps.

222

317

The answer is, of course, to calculate the patbthenn However, calculating path lengths
requires a fully-linked network, and in this cafieis means that it cannot always be
calculated if the social reach is small becauseshasvn in Fig. 4.1.5, even a reach of 15
can result in isolates or isolated groups. If teach is 30, then the network is fully
connected. The path lengths were calculated usadRloyd Warshall algorithm for All
Pairs Shortest Paths” from the Small-World prograrthe NetLogo Library (Wilensky,
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2009c). With 1,000 agents with a social reach gftBi3 took about 24 hours for a single
run. (This is because NetLogo is slow and with eiadaeach of 30, each agent has on
average a personal network of 28 agents (as showaygi 4.1.2) and so there are some
28,000 links to be explored.) However, using a nh@dquarter of the size — with 250
agents and 7,000 links —it was practical to cateuthe path lengths even with a social
reach of 30. Thus smaller worlds have been usddelp to confirm the path lengths

suggested by a few runs using the full world oD0,@gents.

Applying the algorithm to smaller versions of the@del produced average path lengths
that were less than the geometrical maximum (asulzked in Box 4.1.3), while the
actual maxima were larger, as was expected. Thidtsgshown in the first two columns
of Table 4 1.1) suggest that the average pathheliogtl,000 agents with a reach of 30 in
a world of 100,000 cells might be about three qrarbf the geometrical maximum i.e. 5
to 6, with a maximum about a third larger i.e. 4@ In addition, 3 runs were done with
1,000 agents and all 3 produced identical resaltsaverage path length of 5.1 and a
maximum of 9 (last column of Table 4.1.1) in lingmexpectations.

Table 4.1.1: Path-lengths with social reach of 30ith various world sizes.

Model size One-tenth size  One quarter Full size
size

No. of agents 100 250 1,000

Size of world 9,999 24,963 315x 317 =

99,855

Population density (%) 1% 1% 1%

Geometrical maximum path-length | 2.4 3.7 7.3

(See Box. 4.1.3)

Measured path-lengths:

- average (sd) 1.8 (0.0003) 2.7 (0.01) 5.1*

- maximum (sd) 3 (0.0000) 5 (0.00) 9*

* Based on 3 runs due to excessive run times: et same for each run (to 1 decimal place).
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For practical reasons, a world of 250 agents was i3 explore further the relationship
between social reach and path lengths. The reatdtshown in Fig. 4.1.5. The actual
maximum path length is larger the smaller the daeiach: 15 for a reach of 15, 5 for a
reach of 30. As the social reach was increased stiwedard deviations around these
figures fell i.e. the average and maximum path tlengvere less subject to stochastic
variation, which would be expected intuitively. Amerage path length of about 6 can be
produced in this smaller world using a social reati5. Thus by choosing appropriate
values of social reach and world size, this modal be used to produce social worlds

consistent with Milgram’s six degrees of separati@tussed in Chapter 3.

Fig. 4.1.5: Path lengths for the quarter-size ondrcle model with social reaches of 15 to 30.
D@

>

[
A O

=
o N
L L

Path lengths
(o]
L
>

‘?
on
onp
- em»

15 20 25 30

Social reach

m Geom. max. A Maximum QAverage‘

(1) 250 agents in a world 156 x 158 = 24,648 ileole network density = 1%
(2) Social reach of 15: the path lengths were ealgulated for those networks which were fully cected.
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Assortativity of degree

Intuition suggests that this model should produesvorks with positive assortativity by
degree of connectivity because agents in densgbylated regions will tend to have
many links, as will those to whom they are linkad Hermann et al, 2003, suggested).
This proves to be the case. The relationship betvegeagent’'s degree of connectivity
and the average for those to which it is linke@asitively correlated as indicated by the
Pearson correlation coefficients (following Barttrély, 2003). For example, for a social
reach of 30, the correlation coefficient averag&8 @sd 0.03). (Fig. 4.1.6 shows a typical
example.) For the lower reach of 15, it is 0.78 @9aB) and for the higher reach of 50,
0.84 (sd 0.05).

Fig. 4.1.6: Assortativity of degree of connectivitytypical example of correlation between
degrees of connectivity: social reach of 30.
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4.2 Extending the Model
Two reaches

The simple single-reach model is inflexible, théyqrarameters being population density
and the size of the social reach, and while paditiassortative it does not produce a fat-
tailed distribution of connectivity. Also with laeg social reaches all agents will have a
clustering coefficient of at least 39 percent. Yé&tliman’s work (Scott, 1991, pp.80-2)

suggested that the clustering coefficient averag@doercent among close associates,

often kin, with a fifth having a density exceedb@ percent.

These issues can be addressed by splitting thdaimpuin two and giving one group —
call them Blues — a larger social reach than theerot- call them Greens — but only
permitting links between those who can reciprocakels Green agents link only to other
agents — Greens and Blues — within their smalllre&ut Blues not only link to the
Greens within their smaller reach but also to Blwéhkin their larger reach (see left panel
of Fig. 4.2.1).

There are therefore two more parameters to adjbstpercentage of Blues (with the
larger social reach) and the size of that reachs Tas the effect of reducing the
clustering coefficient for the Blues; for examp#&eBlue might share no Greens with a
neighbouring Blue. It also reduces path lengthstlier Greens because a Blue in their
personal network may provide a short cut to ageeignd their reach. In this way, a
hierarchy is created. These features are illustrat¢he right hand panel of Fig. 4.2.1.
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Fig. 4.2.1: Two-reach model.

t

Ly

If E is a Green, then E links with A link between Blues B1 and B2 creates a short-cut
everyone in the smaller (green) between them and between Greens G1 and G2. For
circle. If E is a Blue, then E also links | Blues, clustering is reduced as they will know many
to the three Blues within the larger greens who do not know one another.

(blue) circle

The two-reach model in effect adds together twos§wi distributions and this can
produce a distribution with larger variance anatsef tail. Of course, if the percentage of
Blues is small or if there is little difference een the two social reaches, the results
from the two-reach model will tend towards thatle one-reach model. Fig. 4.2.2 shows
results for a pair of two-reach models with 25 petdBlues. In the first case (illustrated
in the left column of Fig. 4.2.2) the well-conneti®lues have a social reach of 30 while
that of the Greens is only 15; in the second cdkest(ated in the right column), the
Greens have a social reach of 30 while that oBles is 50.
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Four results emerge:

The better-connected Blues add a fat tail to thsridution of degrees of
connectivity: in both cases, the overall varianeesignificantly greater than the
mean, and the distributions spread more widely thaPoisson. In both cases
about half the links involve at least one Blue eWeough only a quarter of the
agents are Blues.

The size of personal networks of the better cormteBiues is constrained by the
relatively few Blues: it is much lower than woulé kexpected if all agents had
their larger reach. For example, in the first cadyough the Blues have a reach
of 30 their personal networks average only 12 féarer than the average of 28
that is found when all agents have a reach of 8@lgawn in Fig. 4.1.2).

In accordance with expectations, on average theBhave a lower clustering
coefficient than the Greens. Furthermore, while distribution of the clustering
coefficient of the Greens is negatively skewed,t tba the Blues is more
symmetrically distributed.

Overall the assortativity is slightly weaker thanthe one-reach model because
although the Blues link to other well-connected édlumore than half of their
links are to the less well-connected Greens. (Tatpgxamples are illustrated in
the bottom row of Fig. 4.2.2.)
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Fig. 4.2 2: Examples of two-reach models: Blues Z&rcent.

(PN = personal network)

Greens’ reach = 15: Blues’ reach = 30

Greens’ reach = 30: Blues’ reach = 50
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Three reaches

Adding a third reach increases the flexibility bétmodel still further. Fig. 4.2.3 shows
how this would work by adding Purple agents to@reens and Blues. But, as before, an
agent can only link to those capable of reciprocati

Fig. 4.2 3: A three-reach model.

If E is a Green, E would link to all 10
within the (smallest) green circle;

if E were a Blue, E would also link to
those in the (middle) blue circle giving
a total personal network of 17; and

if a Purple, to the Purples within the
outer circle, giving a total of 20.

The flexibility of the three-reach model is illusted by an example that demonstrates
how two very different types of networks can be atee by choosing different
parameters. In both cases, the three social reaeeset at 30, 40 and 50 but in the
‘elitist’ case agents are distributed in the prajpms 70/20/10 percent while in the
‘democratic’ case they are split evenly at 34/33888cent. The results are shown in Fig.
4.2.4. The whole network density is 3 percent ia #iitist case and 4 percent in the
democratic case. In both cases the overall digtobwof degrees of connectivity is wider
than a Poisson distribution, notably so for the dematic case. But for each type of agent
— Green, Blue or Purple — the distribution is appr@ately Poisson as indicated by the
fact that the means are roughly the same as thanear In other words, the Poisson
distributions are added together to produce distioins ranging from a Poisson with a fat
tail to one that is starting to resemble a unifakistribution.
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Fig. 4.2.4: Two examples of degrees of connectivity a three-reach model.
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Whether or not this flexibility is required and wher the additional complication is
justified compared to the two-reach model will degpe@n the questions to be addressed
by the modelling. For instance, the three-reachehwauld be appropriate if there were
three distinct groups involved in the process benagglelled, e.g. those who are globally

connected, nationally connected or only regionedignected.
N-reaches

Each agent can have a different social reach peavilat any pair of agents link only if
both their social reaches permit. For examplegérda A has a social reach of 25 and
agent B has a reach of 30, then providing the niigtdbetween A and B is no more than
25, they can link. Rather than choosing the peeggndf agents with given social reaches
as in the previous examples, it now becomes negessahoose the distribution of social

reaches and the parameters of those distribufidrese is not an obvious choice.

Two types of distributions have been examined:amnifand Poisson. For the uniform
distribution, minimum and maximum reaches were ehaand for the Poisson, just the
mean (which then equals the variance). To illusttats approach, Fig. 4.2.5 compares
the results from using Poisson and uniform distrdms with those obtained by using one
or two reaches to produce an average personal rietefoaround 30. In this case,
compared with using fixed reaches, using variabicihes reduces the assortativity and
increases the range of size of both personal nksvand the clustering coefficients,
especially if a uniform distribution is used; andither the Poisson nor the uniform

distributions of reach produce fat tails, as shawthe bottom panel of Fig.4.2.5.
This approach is computationally more complex ameaases the length of time taken

for each run. Whether these costs outweigh thefitgrie a matter of judgment and

depends on the question being addressed.
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Fig. 4.2.5: Comparison of various ways of producingn average personal network of
around 30.

Type of distribution One circle Two circles  Poisson Random

(Parameters) (30) (75%: 30, (mean 30) (range 10-59)
25%: 50)

Personal Network Size

Minimum 14 14 4 0

Average 28 32 23 26

Maximum 44 58 43 59

Cluster Coeff

Minimum 0.41 0.35 0.32 (1) 0
Average 0.59 0.56 0.59 0.62
Maximum 0.79 0.81 1 1
Density

Total no. of links (thous) 14.2 15.8 11.7 13.0
Density: % possible links 2.8 3.2 2.3 2.6
Assortativity (r) 0.83 0.75 0.65 0.66

(1) Average: some runs will produce O.

Agents

Links

One reach (30)
= == Poisson (30)

Two reaches (30/50)
Random (50)
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4.3 Dynamics

It was noted in Section 3.3 that personal netwavkse constantly changing. Putting
aside the issue of changes due to mortality, wdhbe discussed later in the case
studies, personal networks change because peofplegirt, either by physically moving
away or by changing behaviour. It is therefore ssagy to introduce a change parameter
that allows a proportion of agents to move in tbeia space. If this change is random, it
will change the size and composition of individ@aents’ networks, but it will not
change the overall structure of the society. Tdea@hthis, an extra parameter, called the
‘socialshift’, was added to the model. The sociéiss the percentage of agents who
move each time step. To assess the impact of ttedlest possible changes, it was

assumed that the distance moved was just one unit.

Because the agents are selected to move randohdymathematics show that, for
example, if 50 percent of agents moved in each peréod, then only 25 percent would
move in both the first and second periods, and @8k percent would also move in the
third period. If only 5 percent of agents — one2id — moved every period the then
probability that an agent who moved in period 1 ldcalso move in period 2 is one in
400. Simulation shows that with ‘socialshifting’tsat 5% then on average over 10
periods, each agent that moves does so only ab6tities.
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When an agent moves, its personal network may @amgize, composition or both.

Furthermore, moves may affect others who do nansedves move. Indeed, the larger
the social reach, the more agents will potentialyaffected by another agent's move.
The effect of this socialshifting on agents’ pemametworks was examined, according to
whether or not they moved and whether or not thie sr composition of their social

circles changed. If neither the number nor identityagents in their personal network
changed, they were counted as unaffected. Figl 4Bows the proportion of agents
whose personal networks change when socialshifsisgt at 5 percent:

» if the social reach is set at 10, giving an aveagsonal network size of about 3,
then after 10 time steps, the personal networkabwmiut a third of agents are
changed; after 25 steps, just over half.

» if the social reach is set at 30, giving an avenagesonal network size of about
28, then after 10 time steps, the personal netwofk80 percent of agents are
changed; after 25 steps, nearly 90 percent.

Put another way, if just 1 in 20 shift one stepheaeriod, then over 10 periods, between a
third of small personal networks and almost twaeethiof larger ones will change. These

results are consistent with the findings of longdihal studies discussed in Chapter 3.

Fig. 4.3.1: Percentage of agents whose personalwetks are affected by 5% socialshifting
by social reach.
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Of course, if a lower rate of socialshifting is @s®d, then the proportion of agents
affected is less; if higher, more. This is illuséch for a social reach of 30 in Fig. 4.3.2.
Even with a socialshifting rate of only 1 percguost over a third of agents are affected
after 25 time steps: if socialshifting is set air5/%2 percent, then around 90 percent are
affected. (There is little difference after 25 stdgetween 5 and 7Y%z percent because at
those levels of shifting, most agents move: 73 gr@r@t 5 percent socialshifting, 86

percent at 7% percent.)

Fig. 4.3.2: Percentage of agents whose personalwetks are affected by different rates of
socialshifting given a social reach of 30.
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4.4 Discussion and Summary

This Chapter has presented a simple method toectagge social networks in agent-
based models that represents social networks butser the four standard network
models (regular lattice, random, small-world anef@rential attachment). To some
extent, this new model meets all the criteria setio Chapter 3 in that it creates personal
networks that:

e are limited in the size by using the social reazla aut-off;

e vary in size between individuals by randomly daiting agents across the social
map and varying the size of the social reach; amdhave fat-tailed distributions
of connectivity when more than one social reachused with appropriate
parameters;

e display high clustering, generated by the overlagmiocial reaches: the clustering
coefficient tends to average around 0.5 but forviddal agents can vary from
zero to one depending on the parameters chosen,;

e can change over time.

It also produces social networks that:

¢ have low whole network density: the lower the sb@ach, the lower the whole
network density; for example, personal networksragieg around 30 produce
social networks with a density of around 3 percent;

e are assortative by degree of connectivity: wellremied agents tend to be
connected to other well-connected agents with Hsergativity index, measured
by the Pearson correlation coefficient, over 0.5;

e have communities;

e can have short path lengths depending on valueseahior social reach, number
of agents and world size.

The final criterion was that the model should ne$tron strong sociological domain
specific assumptions. Like any model, it is a sifigation of the real world. There are
two key assumptions underlying the model, whichohgsider to be sociologically
acceptable at least for relatively abstract mouigilsymmetrical relationships and the use

of two dimensional space.
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The model assumes that personal networks can bedaidether to create a social
network. This requires that relationships be symnicedt Reciprocity tends to be the
norm in social person-to-person communication:ifstance, if you say hello to me, |
would be rude not to say hello to you; if | sendiy Christmas card, | expect one in
return. Formal, macro evidence is more difficultfied but the limited data confirms
reciprocity:

o Zipf (1949/1965, p.400) noted that the number tele received by a city
equalled the number sent.

* more recently, Garlaschelli & Loffredo (2004) exaed data from two email
networks — one based on address books (Newman 20@2) and the other on
actual messages sent (Ebel at al, 2002) — and fetmowlg evidence of reciprocity.

Whether this is realistic depends on what aspecsatfial relationships are being
analysed. For example, within a kinship group, i@ogical relationship must be in a
sense reciprocal: if A is a cousin of B, then Boig definition, a cousin of A or if C is the
parent of D then D is the child of C. But this magt hold for other types of social
networks. It is well-established that many relagioips are asymmetrical in strength
(Wellman, 1988, pp.40-41): A loves B but B does oot A. Such asymmetrical social
relationships can be modelled using directed lifnles distinguishing between linke a
node and linkfrom a node (Wasserman & Faust, 1994, pp.121 & 126]))veeighted
links to reflect the ‘traffic’, somehow defined athpasses along them. This is something

to be explored in further work.

The second key assumption is the use of two dimnaadbr the social map. This imposes
limits on the structure of the network by what dancalled the parallelogram problem.
Consider four agents: A, B, C and D. If A, B anda@ linked and A, B and D are also
linked, then the distance between C and D is fixgdhe laws of geometry as illustrated
in Fig. 4.4.1. However, if C and D both know atitigent, E, who does not know A and
B, it may not be possible to accurately show batiksl on a two dimensional map

although it would be possible using three or moneetisions.
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Fig. 4.4.1: The parallelogram problem.

A B

Summary

The model is based on the metaphor of social craled makes use of the geometrical
properties of circles. The radius of the circle baen labelled the social reach. The two-
reach model seems to be particularly useful in,tethough simple, it provides the
essential features of a social network. Howeveeedtor more reaches can be used, and
even different reaches for each agent, but whekigecosts in terms of more complicated

programs and longer run-times are justified wilbeled on the question being addressed.

By allowing agents to move randomly, changes cambde in personal networks while
maintaining the overall social structure. The cuatiuk effect of assuming a small
proportion of agents move a small distance can gdahe size and identity of the

personal networks of almost all the agents oveng period of time.

Further work includes increasing the number of &gemeasuring path lengths better,
distributing agents differently, changing the disitions of connectivity, incorporating
strength of ties, and increasing interactivity begw agents. However, the model as
presented provides a simple structure for modelliagye social networks and is
particularly suitable for use when little data aeailable, for example, for historical
simulations, or for use in abstract simulationsadfficial societies. On the basis of the
criteria selected, it is better than the traditioaléernatives and therefore it forms the

basis for the case studies developed in later ehapt
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Chapter 5: The General Model

This thesis is about the relationship between ocammunication and transport
networks. Chapter 4 set out a new method of maudgliocial networks. It is now
necessary to extend the model to communicationstravel. Following the argument
made in Chapter 3 that communications networksgarerated by people in a much
more direct manner than are transport networks,nibdel focuses on the interaction
between social and communication networks, wittverebeing taken as a possible
outcome. The social network model described in @rap is therefore extended by
adding the adoption and use of communication tré@ehnologies and the impact on

travel.

This Chapter sets out a general model in the shasét does not apply to any particular
mode of communication, mode of travel or time perieor each case study, only certain
elements will be used, applying the principle ofc@u’s Razor:entia non sunt
multiplicanda praeter necessitatesn “entities are not to be multiplied beyond nesitg3
(Oxford Dictionary of Philosophy1996).

To set the scene, Section 1 briefly reviews therdiure on the adoption of
communication technology and Section 2 reviews literature on the relationship
between the use of communications and strengtie®f $ection 3 brings all the elements

together and sets out the structure and dynamitteaigent-based model.
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5.1 The Adoption of New Technology

Adoption of new technology is essentially a so@ebcess, which can be only partly
explained by economics (Douglas & Isherwood, 1986xx-xxvii; Rogers, 2003, p.289).
Economists can look at the short term impact oinglea in prices and incomes but not
the longer term question of why some goods comaetadopted by the majority of the
population while others do not (Douglas and Isheayd 979, p.99). Economists Deaton
and Muellbauer (1985, pp.71-72) found it “sobetiogliscover” that “the most important
and obvious shifts in the pattern of demand indamiin this century...cannot apparently
be explained in terms of changes in real incomeprime structure”. And Stermersch &
Tellis (2004) suggested, adoption “takeoff pattemay be predominantly driven by

cultural traits of countries”.
General adoption process

The diffusion of innovations of all kinds has bestadied since the mid-twentieth century
and a considerable literature has developed (sgerRa2003, pp.39-101). Rogers (2003,
pp.168-208) identified five stages in the adopfioocess:

1. Obtain knowledge about the existence of the procumi it is used and how it
works. This is a cognitive process. Those who kficst about an innovation tend
to be more educated, of higher social status, regp®msed to mass media and
have a wider circle of social contacts.

2. Be persuaded. This is an affective process. At shagie personal contacts are
more important than mass media as people seekmafan to reduce their
uncertainty about the innovation.

3. Decide either to accept or reject the innovatiohe Tecision to adopt is more
likely if it is possible to try out the innovaticand adopt gradually. The rejection
process has been less well studied (ibid, pp.110;Xut presumably those who

initially reject an innovation may re-visit theiedsion at a later time.
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Implement the decision by obtaining and using tirovation. It is at this stage
that what Rogers calls “re-invention” occurs, whigreeople adapt the innovation
for their own purpose. If “re-invention” is possblthen the innovation is more
likely to be adopted.

Seek confirmation. Disenchantment may set in leadinrejection. This is more
common among later adopters, possibly becausehthneythe wrong expectations

or find they cannot afford to use it.

Rogers (2003, pp.15-18) suggested that adoptidrbwilaster:

the greater the perceived ‘relative advantage’upiy or in terms of status;

the greater the compatibility with existing valugdeliefs, previously introduced
ideas and perceived needs;

the less complex the product;

the easier it is to try out or to adopt in stagas a

the more it can be seen.

On the basis of many studies over many years ofynddferent types of innovations,

Rogers (2003, pp.281-2) divided adopters into fiwveups; innovators, early adopters,

early majority, late majority and laggards.

Innovators account for 2% percent of the populatibhey have wide social
networks, financial resources and technical knogéedbut they are not
necessarily respected within their social systeheyTcan be likened to Simmel’'s
stranger (ibid, pp.42, 290-1), i.e. people who hareak ties to the system.

Early adopters account for 13% percent of the @amul. They are somewhat
similar to innovators but are more embedded instb&al system, being opinion
leaders and respected role models (ibid, pp.316-fft9vhom status is likely to
be important (ibid, p.251). Early adopters tendaime low benefits and high costs
(Markus, 1987).

The early majority comprise 34 percent of the papah. They interact
frequently with their peers but are rarely opinieaders.

The late majority account for another 34 percert are persuaded to adopt by

peer pressure although they have limited resources.
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e Laggards comprise the last 16 percent of the ptipulaand tend to interact with

other laggards.

Compared to later adopters, in general early adeptn be characterised by their socio-
economic characteristics, personality and commune®ehaviour:

e Socio-economic characteristics. Early adopters lmatter educated, of higher
social status, and more likely to be upwardly melsihd wealthy (Rogers, 2003,
p.288).

« Personality. Early adopters have greater empatiey,batter able to deal with
abstractions and be more rational (in the sensbeofg able to use the most
effective means of attaining a desired end), haeeenfavourable attitudes to
change and to science, are better able to cope ngithand uncertainty, have
higher aspirations and are less dogmatic and &alsdtic (in the sense of feeling
they are able to control their own future) (ibig,289-90).

« Communicative behaviour. Early adopters have wstberal networks and greater
social participation, as well as greater exposoimaass media and as a result have
greater knowledge and understanding of innovatidisd, pp.290-1). In
particular, Markus (1987) pointed out that “actiwse@mmunication originators”
and those who travel and have time pressures bhenefit from interactive media.

Rogers reported that “there is inconsistent evidesinout the relationship between age
and innovativeness” and suggested that those wgtlehincome are more likely to buy
innovations because they can afford the risk angbmalder people can better afford the
risks of innovation (Rogers, 2003, p.288). But meuksed in Chapter 2, others (Douglas
and Isherwood, 1979 pp.99, 121-2; Urry, 2000, p Jdrgued that the rich are buying

time.
Network effects

The adoption of new communication technologiesed#fffrom that of items such as
washing machines for example because of “netwotkrealities”, that is, the value of

joining the network depends on the number of peagie have already joined (Varian,
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2003, p.631). When a network is small, there tkelitalue to be had from joining it. But
the more people who join, the more valuable ibigoin. Metcalfe’s Law says that “the
value of a communications network is proportior@ltie square of the number of its
users” (Briscoe et al, 2006). Essentially “the ide#hat a network is more valuable the
more people you can call or write to” (ibid). Thatintuitive but why the square of the
number of users? As explained in Chapter 3, ifeh®@ network comprising members,
each can make — 1 connections and if all those connections are agkgalue, then the
value of the network is proportional gn — 1) or approximately’® if nis large. What is
meant by ‘value’ is, however, unclear. Metcalfdddiin Briscoe et al, 2006) said that the
original idea was that a critical mass must be lredcbefore networks ‘pay’. At the
macro level, this could be interpreted as the valug phone network to, say, a potential
corporate buyer but corporate mergers are not tbhgst of this thesis. At the micro
level, it is possible to identify at least two tgpef ‘value’

» the value to an individual already in the netwofkan additional person joining

the network: what Markus (1987) called “reciprocakrdependence”

» the value of joining a network to an individual whas not yet joined.
These values will only depend on the total numbemades in the network if all
connections are of equal value. Yet in practicesehealues will depend on whether the
individuals’ friends and family are on the netwottke fact that there may be a million, or
even a billion, on the network is not directly redat, other than by increasing the

likelihood that friends and family are connected.

However, Reed (1999) argued that it is not necgslara person to actually make a
connection for it to have value; simply having thetential to create that connection
provides the value, such as to be able to calh&p. Furthermore Reed argued that the
value of a communication network increases muchefathan Metcalfe suggested
because it enables the formation of groups. (Betail Box 5.1.1.) Cushman (2007)
suggested that the value implied in Reed’s Law waitely be obtained because only a
few of the potential groups will form; and that étlactual ‘real’ curve may be somewhere
between Metcalfe’s and Reed’s curves” althoughritmaber of different identities any

one individual has online would make Reed’s Lawnewmre dramatic, or implausible.
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Box 5.1.1: Mathematics of Reed’s Law.

Reed (1999) argued that the value of a communications network increases with the number of
subscribers in three ways:
- Linearly: to contact “a fixed, small set of friends and family”
- Quadratically: the potential to contact everyone else on the network, following Metcalfe’s original
formulation
- Exponentially: by providing “group forming networks”.
According to Reed, “the number of non-trivial subsets that can be formed from a set of n
members is 2"-n -1, which grows as 2".Thus the value of a network can be written as

an + bn® + c2"
where a, b and c are constants, with b “much smaller than a” and presumably, ¢ much smaller
than b. As n increases, the quadratic and then exponential come to dominate. But 2" rises very
quickly indeed as n rises: for example, if n equals only 100, then 2" is about 10%. Thus for the
formula to make any sense at all, ¢ would have to be very, very small indeed.

In contrast to Reed, Briscoe et al (2006) argued ¢wen Metcalfe’s Law produced too
high a value. They noted that if Metcalfe’s Law chehere would be a very large
incentive for phone companies to merge, but thesria happened; and argued that “the
fundamental flaw underlying both Metcalfe’s and &ed_aws is the assignment of equal
value to all connections or groups”. Instead, based data on the geographical
distribution of physical mail, they proposed a foatation implying a much slower rise in
value as the number of connections rises than klietsalfe’s Law (Briscoe et al, 2006).
(Details in Box 5.1.2.) While Metcalfe’s Law impéeadditional interaction as more
people join a network, Briscoe’s Law implies thifeet is very weak. Whatever the
precise mathematical form of the law, the basimp@@ that the more people who are
connected to a communications network, the moradive it becomes for others to join.

Box 5.1.2: Mathematics of Briscoe’s Law.

Briscoe et al (2006) proposed that “the value of a network of size n grows in proportion to nlog(n)
based on Zipf's Law. Their argument is as follows.
The amount of communication with each of your email contacts will decline according to Zipf's
Law. Thus if the person you communicate with most — ranked 1 — is given an arbitrary value of 1
unit, you will have half as much communication with the person ranked second, a third as much
with the third and so on. Thus the total value will be 1+Y2+ Y3+ Y4... and so on. Thus if there were
a network of 100 people, it would be ‘worth’ just over 5 units to any one individual; but just 18
connections would provide two thirds of this ‘value’. Now, according to Briscoe et al this series
1+t Yot Yao.. Yy
approaches log(n). As each of the n members of the network also derive this value, the total
value of the network is nlog(n).
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Thus “micro (individual) inputs” are related to “ora (community) outcomes” (Markus,
1987). Rogers (2003, Fig. 8-5) therefore suggeitatithere is a more pronounced “S”
curve for “interactive innovations” than for othews slower start followed by a more
rapid growth to saturation. (For a technical disous, see Varian, 2003, pp.631-635 and
Arthur, 1989).

Markus (1987) asserted that

“there are only two stable states of interactivedime usage in a community: all
or nothing. Either usage will spread to all membsra community ... or no one
will use the medium (for communications internal ttee community) either
because no one started using it or because uségefffen the absence of
reciprocity”.

Furthermore, she argued that universal adoptiohb&ilmore likely when the interactive
medium:

* has “active notification capabilities” such as miadnded to the recipient or a
flashing light on a phone to indicate a voicemadssage, rather than having to
rely on people to check email inboxes for example.

* requires “low skill and effort”, and in particulawhen voice-based rather than
text.

* has low start up and operational costs.

Valente (1995, p.130) argued that “interactive camimation technologies represent
media of high interdependence, and as such, ajectub higher network, threshold and
critical mass effects” where critical mass is “thaimum number of participants needed
to sustain a diffusion process” (Valente, 19959p.Furthermore “in most diffusion

situations there exists a pool of individuals wie eentral in the network who represent
the potential critical mass” (Valente, 1995, p.&Md that once this group adopts, given
sufficient other network properties such as denstyd weak ties, a critical mass is

created.

There is, however, disagreement about the sizei®ttitical mass. Rogers (2003, p.360)

suggests that “take off” typically occurs when betw 5 and 20 percent have adopted.
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Markus (1987) suggested the “tipping point” migtg bBround 16 percent. However,
Valente (1995, p.83) suggested that it might beir@addb0 percent adoption for phones as

people will then feel that it is necessary to hame when so many others have.

Although the structure of the social network isywenportant to the diffusion process,
there have apparently been few studies on the iiapoe of the social structure (Rogers,
2003 p.25). An individual is more likely to adopt anovation if those in their own
personal networks have adopted (Rogers, 2003, p.3B®mophilous networks
encourage diffusion between members of the groupthmy can become a barrier to
diffusion because they may offer no new informatidrle heterophilous contact — likely
through weak links — is vital to bridge betweenug®e (Oliver et al, 1985; Markus, 1987;
Rogers, 2003, pp.306-7 & 338-340). However, whemteéb& Roth (2007) explored the
impact of different network structures on the trarssion of ideas, they were unable to

decide which features — such as clustering, demrsgze — were important.
Threshold model

Valente (1995 pp.70-71) argued that because thetiadoexperiences of others may not
be observable and adoption of an innovation inhsk, people look to those to whom
they are directly linked or “very near” “in statuidr information on costs and benefits.
Thus he argued that threshold models of diffusiooutld use the concept of “personal
network exposure” i.e. “proportion of adopters iergonal network at a given point in
time”. In threshold models an individual’s actiogp@nds on the number of others in their
personal network who have adopted: the lower thesidual’s threshold, the earlier the
adoption (Valente, 1995, pp.64-66). Therefore, an findividual's threshold is the
proportion of an individual’s personal network wimoist adopt before he or she does, and
thresholds are the exposure level necessary fandimidual to adopt an innovation”.
Those who adopt before anyone else in their netwwaxle zero threshold: those who wait
until most of their personal network adopt havehhigreshold (ibid, p.78). People with
the same threshold may adopt at different timeslmse they have different levels of
exposure, which are determined by their personabar& (ibid, p.74). Valente (1995,

p.120) showed that exposure is not highly corrdlati¢h adoption because it works
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through thresholds which are

“distributed through the population so that indivads with low thresholds adopt
when their exposure is low. Individuals with lowehkholds do not wait until their
exposure is higher to adopt, but rather adopt wtiesir exposure is low.
Consequently, exposure cannot influence adoptiothéntraditional manner in
which higher exposure is expected to be correlatgth adoption. Rather,
exposure influences adoption by enabling individualreach their thresholds”.

Thus innovators adopt before “critical mass” isctead because they have a lower
threshold (Rogers, 2003, p.357).

However, “there is a dynamic interaction betweem itidividual-level threshold and the
system-level critical mass point, and between thgcal mass and the thresholds”
(Valente, 1995, p.92). More specifically (Valent®95, p.71):

“The proportion of adopters in an individual's pamal network generally

increases during diffusion because over time mardividuals adopt the

innovation. The increase in the proportion of adopin the individuals’ personal
networks does not occur uniformly in the systemriattier increases according to
the structure of the system defined by the patt@rrcommunication in the

network”.

Essentially, on average the more people adoptntbee adopters there will be in an
individual’'s personal network, which both increasgposure and reduces the threshold,
by reducing the perceived risk of adoption. If thatlividual then adopts, their
neighbour’s exposure is increased and the systeel &loption is increased. But the
system level cannot be easily seen by an individisaugh it may be partially visible
through media. The larger the system the moreyikes more likely to cover those with

whom you want to communicate, as Valente noted.

Threshold models are particularly suited to agersteld modelling because they can deal
with both the local, micro — the individual and tphersonal network — and the global,
macro, or society. Agent-based models of the disfusf technology adoption have been
developed alongside models of the diffusion of gdaad the spread of epidemics. The
basic idea underlying such models is that idedsynmation, knowledge or germs are

transmitted from one individual to another. Two ibagpes of dynamics are identified

141



Chapter 5

(Cointet & Roth, 2007: 5.1; Kempe et al, 2003):
» threshold models: people adopt if a given numberpovportion of their
neighbours adopt
» cascade models: people have a given probabiliadopting after interacting with
an informed neighbour.
Both involve interaction with neighbours and in hatases, parameters can adapt over
time: for example thresholds can change and thbatibty of adopting in the cascade
model can change (Cointet & Roth, 2007, para 5.Thus the cascade model could be

regarded as a special case of the threshold model.
Examples

Two examples illustrate the points discussed:

« “early history of telephone use in the United State

“The first telephone subscribers bought telephoirespairs, along with a
telephone line to connect, for example, an officeat factory, a home to an
office...Many of these early subscribers later failedee the value of a switched
service that would allow them to reach all othebssuibers: They were already
communicating with their important others. Howevance enough people were
recruited to the new switched service, ‘intercotioe¢ of isolated networks
proceeded rapidly”. (Markus, 1987.)

* The fax machine was first introduced in the 1960swas slow and expensive
(Rogers, 2003, p.345). The average price of thehmas in the US fell
dramatically in the early 1980s from over 2,000 Ui&$to under 500 US$
(Varian, 2003, p.636). The cost of using a fax dédbso that it was cheaper to
fax a single page than to post it (Rogers, 200845). Rogers (ibid) suggests that
“critical mass” occurred in the US about 1987. Thenber sold rose from a
couple of hundred thousand a year in the early 4980ver 2 million by 1990
(Varian, 2003, p.636).

As noted in the discussion of Metcalfe’s Law, theselittle point in adopting a

communication technology if it cannot be used. Heat Section turns to the use of

communications.
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5.2 Use of Communications

This Section starts by examining the effect of camimations on travel, then discusses

the relationship between communications and stheoffties.
Communications and travel

The key question posed in the Introduction was “Aoenmunications and transport
substitutes or complements?” The information oneexiiture presented in Chapter 2
suggested that they were complements rather tHastitues. Nevertheless, there appears

to be a widespread view that they are substitutes.

In economics, ‘substitute’ and ‘complement’ haveyyarecise meanings:

* good X is a substitute for good Y if | choose toylgood X when | previously
bought Y: for example, if | send a letter when poesgly | would have visited, the
letter has been substituted for the visit.

* good X complements good Y if as a result of buyimgre of good X | buy more
of good Y: for example, | must buy both enveloped atamps to send a letter so
envelopes and stamps are complements. If | writdter to arrange a visit, then
the letter and visit are complementary.

However, this economists’ use of the words ‘subsitand ‘complement’ seems to be
rather different to the sociological or everydag wsé the terms. The ‘absent-presence’
concept, what Peters (2000, p.139) described amrfemication without embodiment”,
illustrates this second use of the terms. Stastiitly letters, Henkin (2007, pp.110 & 134)
described how miners in the Californian Gold Rusk ¢he soldiers in the American
Civil War saw writing a letter as having a convéi@awith someone who is not present.
Ayrton (1901) referred to a “dreamland and ghostlan relation to then-future mobile
phones, and this has been picked up in the modehilenphone literature (for example,
Licoppe & Smorelda, 2005). Writing a letter or iallk on a mobile is seen as a substitute
for seeing the person addressed. But in these,cssmiag the person addressed is simply

not an available option. This means that commuiaioas not a substitute for travel in

143



Chapter 5

the economic sense, which is about the choice leetwptions. (In welfare economics,
there is the idea of ‘second-best’ in which a giturais not optimal but some conditions
of optimality are met. Maybe communication by lettg mobile is a ‘second best
solution’ because you have to decide whether arlett a phone call is better than no
communication.) Thus the idea that communicatiod #&avel are substitutes is so
pervasive, | suggest, because the word ‘substiisitedt being in the economic sense but

in this broader sociological sense.

There is also a time dimension which has implicstidor the dynamics of the
relationship between communications and travel. @amication substitutes for travel in
the sociological sense in the short term, but & liinmger term complements in the
economic sense. In the short term, people have owreact with those with whom they
are already in contact but who they cannot, atphaticular time, see face-to-face: this is
substitution in the sociological sense. This apilib keep in contact prolongs the
relationships that would otherwise have faded &nod tncreases the desire to travel when
possible. This is complementarity in the econoneicse: the demand for both travel and

communication rises.

The Foresight report (2006a, p.9) noted that therght be a role for *“virtual
communications” to reduce the demand for transpottthere is, however, little support
for this substitution hypothesis. The Foresighoréfself also noted (2006b, p.23) that:

“iIt is well established that increasing connecyiudtives increasing need for face-
to-face communication. Relationships that are sustiaby telecommunications
usually create reasons to meet in person.”

Urry (2000, p.75) too argued that travel has inee€ladespite “the proliferation of
communication devices that might substitute fovetadue to the way “social life is
apparently networked” and argued that occasionag-ta-face meetings are essential,
especially to maintain weak ties (Urry, 2003b). Ada(1999) argued that societies’ use
of the phone and the internet is highly correlatgt physical mobility and that:

“The hope that extensive use of telecommunicatmwils obviate the need for
travel and the movement of goods, rests upon aupdiog of the trends of
electronic and physical mobility for which therenis precedent”.
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Communication and strength of ties

There is considerable evidence that new commubitatechnologies increase the
strength of already strong ties (Haythornwaite &IMdan, 1998; Schiano et al, 2002,
Boase, 2008). Boase et al (2006 pp.11-12) disteigpd between “core ties”, which
represent very close relationships and “signifideeg” which are weaker than core ties,
but “more than acquaintance”. They then suggedtat “people often feel obliged to
contact their core ties by phone when they areabt# to see them in person. By contrast,
they feel less obliged to contact their significies by phone when in-person contact is
not possible”. Others (such as Wellman et al, 188artin & Yeung, 2006; Tillema et al,
2008) have noted that the importance of phonesamtaining relationships, especially
strong ties.

Cummings et al (2002) reported that: “Frequencycafmunication across all three
modalities [email, in person and telephone] wasiBaantly related to the strength of
relationship, both directly and once the partngeader, nature of the relations, length of
relationship, and geographic distance between #mep were controlled statistically”.
More recently Carrasco et al (2008a) have examihedelationship between personal
networks and use of communications media and nabed importance email in

maintaining contact in a way not facilitated by phs.

Distance matters. It has long been established ghgsical proximity increases the
likelihood of friendships (Heider, 1958, pp.188-18ummings et al, 2006). Looking at
the personal network beyond the household it agpeeat broadly about a quarter of
those with close ties live very close (Fischer, 2,980k et al, 2007) and that non-kin
tend to be geographically closer than kin. In gatér, Coulthard et al (2002) reported
that in 2000 just over half of British adults hddse relatives living nearby and almost
three quarters had close friends living nearby2080, one fifth of people in Britain saw
friends every day and three quarters, at least aneeek; one in seven saw relatives
daily and nearly two thirds, at least once a weadufthard et al, 2002, p.54). So “more

friendship contact than kinship contact is local.nstip relations are less local...
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distance does not reduce social contact to thenextedoes in friendship relations”

(Quan-Haase & Wellman, 2002 p.305). Face-to-fagengonication requires proximity:

if people do not live very short distances apahnis tmeans they must travel. The
frequency of face-to-face meetings falls dramalycaith increasing distances (Warnes,
1985; Smoreda & Thomas, 2001; Quan-Haase & Welln2@02 p.305; Licoppe &

Smoreda, 2005; Larsen et al, 2006 p.112; Frei &akiden, 2009).

Phone calls, fixed or mobile, become less frequmntof longer duration as distance
increases (Wellman, 1996; Quan-Haase & Wellman,22p@05; Coulthard, 2003;
Licoppe & Smoreda, 2000 & 2005; Lacohee and Ander&001; Larsen et al, 2006
p.112; Lambiotte et al, 2008). The relationshipnaetn spatial distance and contact by
other means is less clear cut: the frequency of @NbGemail contact seems to be little
affected by distance and letters seem to be unatfg&moreda and Thomas, 2001; Frei
& Axhausen, 2009). Because many close ties ard, lthia underlies the observation that
technologies designed for long-distance commurunatiend to be used for local

communication: what could be called ‘the distanasmgdox:

To sum up: in general, it appears that the strotfyeties and the smaller the distance,
the more communication. Althouglistance reduces the frequency of contact, it asze
the duration of the contact events that do takeeplddowever, Axhausen (2003)
suggested defining effort of maintaining contact texms of time and money and
postulated that that effort is distributed accogdio a power law so that “effort expended
on any one person drops exponentially with thas@@s rank”. A technological change
may then bring about more intensive contact with shme people or contact with more

people.

It was argued in Chapter 3 that social networks @rmmunication networks are not the
same and that the strength of social ties is noessarily reflected in the frequency of
communication. To address this problem, | defire ‘thtentional’ personal network as
those with whom an effort is made to maintain tektronship by communication and

travel. In general for this group there is a dinegationship between strength of tie and
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communication: the stronger the tie, the more thetaxct, for a given distance. Most of
those in the stronger zones discussed in Chapteitl elong in this group: kin and

friends.

Taking into account the discussion in Chapter 8udgest that the typical intentional
personal network will probably be around 30, with average of five core ties. In
contrast, what could be called the incidental groomprises those with whom we come
into contact in the course of our daily lives, gpto work, doing the shopping and so on.
Contact with this ‘incidental personal network’tlsus a side-effect of other activities.
This is not to say that this incidental group isimyportant: it contributes to our
psychological well-being, our sense of belonging aa on. But for this group there is no
direct relationship between strength of tie andjdency of contact. By definition these
weak ties will be maintained by frequent contaftero face-to-face. Neighbours and co-
workers who are not friends will be in the inciddrgroup as contact is made with them
in going about our daily business by virtue of theeographical proximity.
Acquaintances are, by definition, incidental. Nfoefis made to seek them out although

they may be greeted cordially. Their names mayereh be known.

These two groups differ from Surra and Milardo’'ggi®logical and interactive networks
(discussed in Chapter 3) in two important respekisst, in the intentional personal
network, there is a direct relationship betweeergjth of tie and communication whereas
there is not in their psychological network. Secoundlike Surra and Milardo’s two

groups, there is no overlap between the intentiandlincidental networks.
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5.3 The Model

This Section starts by describing the general giracf the model. Next the environment
and the properties of the agents are defined. TWentypes of dynamic processes are
described based on what happens when a new modenuohunication appears. The
dynamics are described with the aid of the Unifidddelling Language (UML) which
sets out rules and conventions, such as shapdmarstyles, to be used in diagrams.

General Structure

Following the discussions in the previous Chaptespecially Chapter 1, the model has
three levels:

* The bottom level comprises individuals, or housdbptlepending on the type of
technology. Coleman (1994, p.4) argued that gelyetia¢ individual should be
the basic unit but that it may sometimes be apjpatgito refer to households.
Whichever is used, these represent the centrgefsnal network.

e The middle level comprises the ‘intentional persdametwork’ as defined in the
previous Section i.e. those with whom an effortnde to maintain the
relationship by communication and travel and foromhthe stronger the tie, the
more the contact, given distance. As Boissevaiii4198.25) said: “the concept of
the personal network offers a concept of socialetision between ...local and
national level”. In the context of Chapter 1, thgldle level is related to, but is
not the same as, Surra & Milardo’s (1991) ‘psyclyatal network’; it also relates
to Collins’s (1987 p.196) “mesostructure’, the wetk of repeated encounters”,
and Habermas’s “lifeworld”.

e At the top is ‘society’, the level of macro obsatien, typically national level at
which rules and regulations are set and aggregatemanication and travel
statistics are collected. In terms of the micro-roadebate, this is similar to
Habermas's ‘system’.

The top level is used for validating the model: thedel itself comprises the bottom and

middle levels.
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The Environment

The model is based on the social circles modelrdestin Chapter 4. In this model, the
agents occupy a social space and the distance &@etihem represents social distance.
The social space in this context is taken as reptex)y the intentional personal network

discussed in the previous Section.
The Agents

Agents can represent individuals or householdsyThay have any of four types of

attributes:
» demographic: age
* socio-economic characteristics: income and sotaalsc
« skills: ability to use new technology

« a personal network defined by social reach asigahdChapter 4.

With the exception of social class, these charaties may change over time:
« Agents age and die and new agents are born.
* Income may rise or fall.
e Skills may increase.
* The size and identity of an agent’s personal nkwaitl change due to social

shifting (as discussed in Chapter 4) and mortality.
Dynamics: Adoption

There are various ways of representing dynami¢kenJML but here activity diagrams
are used. Activity diagrams are “designed to benpldied look at what happens” during
a process (Schmuller, 1999, p.134) and compriselfasic elements:

« the states of an object (shown by a rounded relgtgng

* adecision (shown by a diamond) with the optiohelied;

» the activity (shown by a narrower, more roundedaregle);

» the transition (shown by an arrow).
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In addition, there are notes (shown in boxes edgéu broken lines). On this basis, the

adoption process is illustrated in Fig. 5.3.1.ds fiour key stages:

Availability. Obviously, a new communication modeush be available to be
adopted. Initially, a new mode may be availablemty a restricted geographical
area.
Affordability. Affordability generally increases ev time as the cost of new
technology tends to fall and real incomes rise.t€ase not always simple to
measure. In some cases, costs are only incurrbe goint of use. In other cases,
equipment has to be purchased or rented and peehaobscription paid. For
example, postage has to be paid only when a listeant, and a fare paid when a
rail journey is made. In contrast, a mobile phoas to be purchased and calls
paid for either in advance or by monthly contre@imilarly, a car has to be
bought and insured and its tank filled with petminake a journey.
Skills. Skill requirements vary from none to hightakes little skill to use a fixed
line phone but to write a letter requires a reabtandegree of literacy.
Network effects. Following Valente (1996), the tiypes of network effects are
used:

o the Personal Network Effect occurs when agents gooommunications

network if others in their personal network haveadly joined.
o the Social Network Effect occurs when an agent txdegen if there are
no adopters in their personal network but otheoitiety have adopted.

These network effects can add to the probabilitaadpting only if the mode is
available and affordable and if the agent has #uguisite skills. They can,

however, act as an incentive to obtain those skidace the feedback loop.
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Dynamics: Use

The use model is illustrated in Fig. 5.3.2: theraduction of a new mode of
communication has seven effects: four affectingpatern of communications and three
affecting travel. (Detailed discussion of the evicke for these effects follows in the case

studies.)

The four communication effects are:

* The social solidarity effect: a new communicatiooda will be used to send
messages to thosetie agent’s personal network.

* The communication substitution effect: a new comitation mode will result in
reductions in use of older communication modess Huibstitution effect partly
offsets the social solidarity effect.

* New practices arise as a result of a new commuaitatode.

* The global village effect: named after McLuhan’sadthat new communications
technologies would increase the geographical spoéadntacts — “the ability to
interact with any person on the face of the glottereby creating the ‘global
village’ (McLuhan & Powers, 1989, p.118). This effancreases the size of
personal networks (in contrast to the first twoeef6 which operated on the
existing personal network). This is achieved in assible ways: by enabling
people to maintain contacts that would otherwiseehaeen lost due to the cost

and difficulty of communicating over spatial distanand by creating new links.
The first two effects will be seen to some extensaon as the new mode arrives: the

last two are longer term effects. Overall, thesar feffects increase the number of

messages sent.
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Three further effects concern the interaction aghpwnication and travel.

* The complementary travel effect more communication results in more travel.
While the Global Village Effect extends personatwwrks to those at greater
distance and is therefore likely to encourage lordistance travel, local travel
may also be increased. As noted above, the sadidbsty effect results in more
communication within the existing network and thésgng network tends to be
local. Thus both local and longer distance travdllimcrease as a result of more
communications.

* The travel communications effect:more travel results in more communication.
This can arise in at least two ways:

o The planning effect. Communications are often aboaking plans (see
for example Goldsmith & Baxter, 1996) and oftervédaplans (Foresight,
2006b, p.23).
0 The socialising effect. Travel creates a need sirééo communicate.
« The travel substitution effect better, easier or cheaper communication modes

reduce the need to travel.
The first two effects will increase travel; therthwill reduce it.
The bottom line, both figuratively and literally Fig. 5.3.2, is that the introduction of a
new mode of communication results in a new persaeélork, a new communication
pattern and a new travel pattern. Summing together new personal networks,

communication and travel patterns for each agesdymes a set of new macro patterns.

The following three chapters set out case studasgdbon this general model.
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Fig. 5.3.2: Activity diagram for general model: use
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Chapter 6: Mail and Rail

This Chapter presents a case study of the adoatidruse of mail and rail services in the
nineteenth century, based on a variant of the ivabecsocial network model described in
Chapter 4. This case study focuses on the 73 years1840 to 1913. The start year of
1840 was chosen because that was the year in wheluniversal Penny Post was
introduced. The end year of 1913 was chosen bedaesEirst World War, starting in
1914, caused a major discontinuity in economic sowal life. This period is particularly
interesting for communication and transport studiesause for most people there were
no choices available for long-distance communica#iod travel: communication was by
mail and travel by rail, which also transported thail. (Although telegraph and, later,

the telephone were available, their use was lintibdoluisinesses and the wealthy.)
Data

Despite its remoteness in time, there is much métion available about the period. The
key sources are described below.
* Demographic and similar statistics

The first population Census was undertaken in GBr@ain in 1801 and was
repeated every 10 years, collecting ever increasmgunts of information. There
is some doubt as to the accuracy of the first tvemgDises, but not later ones
(Mitchell, 1971, p.2; Tillott, 1972, p.83). In adidin the civil registration of
births, marriages and deaths started in 1838, wdtmoit was probably not
comprehensive until the 1860s or later in somegda€oleman & Salt, 1992,
p.35; Mitchell, 1971, pp.2-3). The figures usedehdiave been gleaned from
various sources, especially Mitchell (1971 & 1988) Coleman & Salt (1992).
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Economic statistics
The two key sources are:

o Mitchell’'s (1988)British Historical Statistics

0 Feinstein’s (1972National Income, Expenditure and Output of the &bhit
Kingdom: 1855-1965.

Mail
In addition to Mitchell’'s (1988British Historical Statistics| have referred to
three histories of the Post Office.

0 Lewins’ (1864/2007Her Majesty’s Mails: An Historical and Descriptive
Account of the British Post Offickewins appears to have been a Post
Office employee (personal communication with BhtRostal Museum &
Archive, 7 August 2008).

o Robinson’s (1953)Britain’s Post Office Robinson was an academic
historian and the book was produced with the supgdhe Post Office.

o Daunton’s (1985Royal Mail: The Post Office since 184Daunton was
also an academic historian and the book was corones by the Post
Office.

Rail

The railway industry was highly fragmented in tlaele years but as each railway
required an Act of Parliament, there are recordsth& legal proceedings
(Mitchell, 1971, p.216; Quinn, 2004, p.173; Vil2004, p.305; Wolmar, 2007).
The founding of the railway clearing house in 1&t@ught some co-ordination
(Schivelbusch, 1986, p.29) and from 1843 “reguédumns were published by the
office of the Commissioner of Railways”. According Mitchell these returns
were “reasonably reliable up to 1869 and perfestlythereafter” (Mitchell, 1971,
p.216). Again, the Chapter relies heavily on Miltkeavork. While most railway
histories focus on technological and economic ssi&mmons’ (1971)The
Victorian Railwayand Wolmar’s (2007)ire and Steanfocus on social issues
and are much quoted in this Chaptéeneral transport histories such as
Bagwell's (1974)The Transport Revolution from 177 @ave also proved very

useful.
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Reference is made to many other texts and inqodati, several chapters in Floud &
Johnson’s (2004)Cambridge Economic History of Modern BritairVolume 1,
Industrialisation: 1700-186@ndVolume 2: Economic Maturity, 1860-1939

Note that throughout this Chapter ‘penny’ refershi® old pennyd), of which there were
12 to the shilling and 240 to the pourdé a rough rule of thumb, to convert the prices in
this Chapter to current values, multiple by 100.other words, d was equivalent to
about 40p today (1/240100). (For more details, see Chapter 2.)

Outline of the Chapter

Section 1 discusses mobility in Britain before ashaking the industrial revolution.
Section 2 focuses on travel and communicationsearits with the stylised facts to be
modelled. Section 3 presents the model on adopBeation 4 extends the model to cover

use and Section 5 concludes.
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6.1 Mobility

Contrary to popular myth, there is considerablalence to suggest that British society
did not fit the gemeinshaft model and large nucfaarilies were not common in Britain
prior to the industrial revolution and arrival dietrailways. Rather, Britain was a mobile

society.

Macfarlane (1978) argued that England’'s social cétime was different to that of
continental Europe before the industrial revoluticdlme to different inheritance
arrangements: in England, land passed from oneithdil to another rather than being
held by a family as on the continent. This meaat th England those who did not inherit
had to leave. Macfarlane (1978, p.78) reported:

“historians have found evidence of very considexajgographical mobility and
turnover from the sixteenth century onwards...Theyehaoted that very great
fluidity of the social structure, with rapid upwardnd downward social
mobility....children moved away from home before nmege and often lived in
separate villages”.

Smith (1979, cited in Scott, 1991, pp.82-83) alsfected “the idea of a tightly knit
organic community organized around kin and neigihbou The network
structure...was...much looser”. Analysis of parish s&gis and other records show the
lack of persistence of surnames implying that ther@s significant geographical
movement, in particular to London, from the sixtdecentury. Studies based on linking
nineteenth century Census records suggest a turmates of about 50 percent over 10
years (Schurer, 1991). (See, also for example,@ae& Salt, 1992, pp.25-28; Laslett,
1983, pp.75-7; Macfarlane, 1978, pp.68-74).

Laslett (1972, pp.140-2) argued that average haldekize altered little during
industrialisation, only changing at the start @& thventieth century and thus:

“It is not true that most of our ancestors livedextended families. It is not true
that industrialisation brought the simple nucleamily with it.” (Laslett, 1983,
p.91).
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Coleman (2000, p.76) made a similar point:

“Contrary to popular sociological myth, there newvess any time in recorded
history when co-residential extended families waxgy common in Britain, either
vertically extended (three or more generationshanizontally (relatives outside
the nuclear family). In 1861, 47 percent of Victarihouseholds consisted of one
or both parents with their children but no othdatiges, exactly the same size as
in 1961 and 1966".

And Humphries (2004) agreed. Nor were families \&gaple: “in the nineteenth century
almost one marriage in three was a remarriage fier ar both partners” due to death
(Coleman, 2000, p.64).

By 1840, nearly half the population were livingtowns and by 1911, this had risen to
almost 80 percent as people left agriculture ferdrstributive trades and other activities
(Coleman & Salt, 1992, p.41; Feinstein, 1972, Tdfle Wrigley, 2004, pp.91-92). For
example:

« “Birthplace data from the 1841 census onwards stiaivonly 40 percent of those
aged over 20...had been born in the town they liwed(Coleman & Salt, 1992,
p.79).

« In 1851, Census data showed that half the adulilptpns of Stockport, Bolton
and Manchester had been born “outside their bougsfarfor Preston in
Lancashire, then considered to be the most urbdmgenty in Britain, it was 70
percent (Anderson, 1971, pp.32-34).

This geographical mobility implied social mobilitpo. Thompson (1939/1973, p.166)
told of the daughters of poor farm labourers wHotleeir Oxfordshire hamlet to go into

service, married in a “distant part of the countrghd eventually became *“quite
prosperous”. But inheritance of occupations renthimgh: a sample of English marriage
registers dated 1839-43 indicated that half theou® reported identical occupations to
those of their fathers although there was consderaariation by occupation (Mitch,

2004, pp.336-7).
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Furthermore, most migrants moved only short disganexcept those going to the
important urban markets like London (Anderson, 199.B7; Baines & Woods, 2004;
Coleman & Salt, 1992, p.79). Anderson’s study ads®sn showed that “over 40 percent
of the migrants had come less than 10 miles” (Asoler 1971, p.37). More examples
from 1851:

* *“half of Liverpool’'s immigrants in 1851 came frobhancashire” (Coleman & Salt,
1992, p.79).

* A 2 percent sample drawn from the 1851 census fahati54 percent were living
more than 2 kilometres from their place of birthli®51 (Anderson, 1990, cited by
Baines & Woods, 2004). In other words, almost hathained within 2 kilometres of
their place of birth.

Moving within towns was also common, although oftess than half a mile (Anderson,

1971 pp.41-2).

Migration was dominated by single people in theerts and young married couples
(Anderson, 1971, p40; Baines & Woods, 2004; Thompd4839/1973, p.169). This was
particularly so for those in rural areas, and foisgAnderson, 1972, p.233; Horn, 2003,
pp.13, 36-37; Thompson, 1939/1973, pp.155-7; SchuBd1). In the 1880s, one in three
girls aged 15 to 20 was employed as a domesti@asgrgausing an imbalance in the rural
population as the bulk of the vacancies were inttvens, especially London (Horn,

2004, pp.36-37, 53). Employers often preferred tootecruit local people as servants
because they would reveal the families’ secretsgarisl were often sent 20 miles away,
which also discouraged them from returning homeriHa004, p.36). Furthermore “the

turnover in servants was high...the average time tspenany one post was three
years...the most mobile were the young servants, aghthey acquired skills, changed

jobs to move up the ladder” (Flanders, 2003, p.96).

There was also longer distance migration. Many [geocpme to England from Ireland
(then part of the United Kingdom): “in the 18505 ®ercent of the British population
were Irish” although by 1911, the proportion adpdlorn in Ireland had fallen to 1.6
percent (Baines & Wood, 2004). Although data onenmational emigration and
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immigration for this period are available, Mitch€lB971, pp.3-4) reported that they are of
poor quality. Also, it is important to look at Mejgures as from the 1870s, more than 40
percent of emigrants returned” (Baines & Wood, 20@bleman & Salt (1992, p.79) put
the “net loss” from emigration at “about 1.2 milidetween 1841 and 1911". Finally,
Baines & Woods (2004) noted that

“many things that inhibit migration in the earlydmnty first century were of little

consequence in the nineteenth, such as the locafigood schools or elderly
relatives. Most important the housing market mustenbeen more open than
today”.

By way of illustration, some of the changes desdilabove can be seen in my own
family’s history, shown in Box 6.1.1: stability tite same time as local and international

migration, movement of servants, and how geograblied social mobility were related.

According to Sunderland (2007, p.85), between 1&8® 1880 informal networks were
maintained by face-to-face meetings, correspondaitendance at formal meetings and
exchange of gifts. Anderson argued that “contact typically maintained with home”
through visiting and letter, noting that “many pEpwere not daunted by the prospect of
walking 20 miles in a day” (Anderson, 1971, pp.3%9). For example, the girls who
went into service would return once a year forrtheitnight’s holidays and in between
they would send money home (Thompson 1939/197316pp6; Horn, 2003, p.6).
Thompson (1939/1973, pp.166-7) recalled that sofrikeogirls returned to marry “after
several years of courtship, mostly conducted bigifetsent weekly. In my own family
history visitors were recorded on Census nights, ot just in better-off families, but
also in houses that must have been very overcrowgladodern standards. Thus when
people migrated, they often maintained at leastesofrtheir social network at their place

of origin.

To sum up, nineteenth century society was mobilee iew communications and
transport technology meant that literate peoplelcconaintain at least some of their
contacts when they moved. Given this mobility i@ surprising that by 1840 the mail

and transport systems were already developedsassdied in the next Section.
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Box 6.1.1: Real examples from family history.

Stability

My father’s family, agricultural workers, stayed in the same village on the Oxfordshire-
Warwickshire border: my great-great grandfather (b1820), great-grandfather (b1861) and
grandfather (b1896) were all born in the same village.

Local migration

A great-great grandmother, daughter of a coal-miner, can be tracked through each of the
Censuses from 1841, when she was just 2 years old, to 1901. She grew up in Glamorgan
between Cardiff and Bridgend. By 1861, she was married and living about 50 miles away in
Llanelli, Carmarthenshire. Between 1861 and 1871 she was widowed and remarried and by
1871 she was living in Pembrey, just 6 miles from Llanelli. Between 1871 and 1881 she was
widowed again and moved 17 miles to Swansea, just 35 miles from where she grew up. There
she stayed, although with different addresses, until at least 1901.

A great-grandmother (1863-1943) was born and raised in Merthyr Tydfil and migrated to
Swansea, 30 miles away, where she married and remained for the rest of her life, albeit at
different addresses.

Servants

A great-great grandfather living in London in 1861 had five servants: three were born in Essex —
of whom two appear to be sisters — another was from Norfolk and the fifth from Kent. Ten years
later, in 1871, only one of the five was still with the family.

Geographical and social mobility combined

A great-great-grandfather (b ¢1822) in Devon moved to industrial Swansea in the 1840s,
possibly with his brothers, and was followed by his parents and sister in the 1850s, by which
time his parents were in their late 50s. The journey is not as far as it sounds as, certainly in the
1850s, there was a regular ferry across the Bristol Channel from lifracombe to Swansea. He
became an affluent tradesman, owning his own business.

Another great-great grandfather was a farmer’s son from north Wales (born ¢1821) who made
his fortune in Italy and became a wealthy London businessman in the 1840s.

International migration

A great-grandfather (b ¢c1851), came over from what is now the Republic of Ireland in the early
1880s, settling first in Wolverhampton before moving to London in the 1890s — an example of
step-migration.

There are two examples of true international migration, both from Germany: a step great-great
grandfather (b c1847) became a lead worker in south Wales; the other, a great-grandfather
(b1854), a City merchant.
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6.2 Communications and Transport

This Section describes the development of commtiaita and transport in the

nineteenth century: malil, telegraph and telephstagiecoach and rail.
Mail

The 1765 Post Office Act introduced penny posts day City or Town and Suburbs
thereof, and Places adjacent” (Robinson, 1953,1pd.Z5). They spread throughout the
United Kingdom, often covering villages 20 milesagwBY the mid-1830s “nearly 2,000
villages were served from over 700 post-towns” (iRsbn, 1953, pp.126-7). From 1784,
mail coaches replaced “foot- and horse- posts” (fsum, 1953, pp.102-106), improving
the service dramatically:

“in the mid eighteenth century it would take mohart a week for a London
businessman to receive confirmation of an ordet serBirmingham, whereas
after 1785 — when Royal mail coaches began to tpérahe Midlands — a reply
could be expected in two days” (May, 1987, p.34).

These services were supplemented by unofficialararivho were regarded as smugglers
by the Post Office because the Royal Mail had allegpnopoly on mail distribution.

The Royal Mail's mail coach network in England ainthles centred on London, from
where in 1835 28 coaches left “every night to cangils to all parts of the island”
(Robinson, 1953, p.116). This service was, howesgpensive and the system complex,
with letters often paid for by the recipient ratlttean the sender, and letters often taken to
and collected from Post Offices (Daunton, 1985544). Within central London, postage
was 2I. outer London cost an extra penny. Beyond Londun ¢ost increased with
distance and the number of sheets of paper: to aesidgle a page from London to
Brighton cost 8, and to Liverpool 1d (Daunton, 1985, pp.6-7). As many agricultural
labourers earned under £1 a weekj ®ubuld have represented some 5 to 10 percent of
their weekly wage (11 / 240).
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The Post Office was profitable in the 1830s and pinofit was regarded as a tax, and thus
its activities were included in the then ongoindpate on taxation (Daunton, 1985, p.9).
However, postal revenue was not growing with thpypation and trade and Rowland
Hill argued in 1837 that this was because the Pdfste’s charges were hindering trade
and “religious, moral and intellectual progresdiid). Hill contrasted the lack of growth
in mail with the increase in the number of stagaetotravellers but Lewins (1864/2007,
p.109) said “this fact need not be pressed, edhe@a one smart quarterly reviewer
answered that, of course, the more men travelleel,léss need of writing”! Lewins
(1864/2007, p.115) added: “Mr Hill's proposals werestantly hailed with intense
satisfaction, especially by the mercantile and nfecturing classes of the community”.
Indeed, in 1839, over 2,000 petitions in favourtltd universal Penny Post containing
over a quarter of a million names were sent to Rsbinson, 1953, p.144). In all, “no

less than 5,000 petitions” were made (Lewins, 136d7, p.11).

Hill proposed a complete reform of the Post Offiaffecting not just pricing but also
collection and distribution, for example introdugiprepayment and the first adhesive
postage stamp, the now-famous Penny Black (Robjnk®b3, pp.139-150). In effect,
Hill's reforms created the postal service as wevkitdoday. One of the key assumptions
underlying Hill’'s universal Penny Post proposal

“was that the demand for the letter post was resiperto the rate charges, so that
the reduction in the postage rate would inducenanease of five and a quarter
times in the volume of traffic” (Daunton, 1985, §)2

The extent of mail smuggling underlined the faattdemand for Royal Mail services
would increase if the prices were lower (Lewins64/2007, pp.118-121). However, the
Post Office argued that

“people...would not sit down and write letters simgdgcause it had become
cheaper, and demand was not as responsive to swiceuch as to increases in
population and business” (Daunton, 1985, p.22).

The 1840 reform eliminated the problem of lettemtggling” (Lewins, 1864/2007
pp.118-121) and following 1840 there was a dramaiicease in the amount of mail.
Taking Mitchell’'s (1988) estimate that the RoyaliMzarried 73 million letters in 1839,
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Hill's forecast that the volume of mail would inese by five and a quarter times — to
about 380 million — was achieved by the early 189®ss rise was not only in response
to the significant reduction in price, but alsor@sponse to an improvement in service,
including collection and payment methods. The vauoh mail rose from 151 million

items a year in 1840 to nearly 4 billion in 1912wéver, the population of Great Britain
slightly more than doubled between 1840 and 191 dumber of letters per person,
including business-to-business, rose from 8 in 18405 in 1913, an almost tenfold

increase (Mitchell, 1988; Robinson, 1953, p.221) MNata has been found that
distinguished business from consumer mail in thesigodl but Daunton (1985, p.79)

commented “Before the introduction of the PennytPomst letters were probably sent

business purposes, and there was subsequentlgraase in personal correspondence”.

Although the basic penny rate for a letter did nbange throughout the period, two
important changes occurred around 1870:
» the weight of a letter carried for one penny wasibded from % to 1 ounce.
(Robinson, 1953, p.194). (Today the basic letter egplies up to 60g or about 2
ounces.)

» the introduction of postcards with postage of jadt

Postcards proved immediately popular: over halfiliam cards passed through the main
London Office on the first day and in the firstlfyear 75 million were posted (British
Postal Museum, 2009). They “exploded in popularftgim 1902 when picture postcards
as we know them today were introduced (PostcardleFsaAssociation, 2009 hey
were often associated with travel: Wolmar (20079@) noted that around the turn of the
century one of the railway companies “produced ion of postcards, sold through
vending machines”. Furthermore, my own analysi2®fpostcards sent to, and often
from, members of a middle-class family between 1808 1910 found that 6 anticipated

face-to-face-meetings. (Details in Box 6.4.3.)
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Box 6.2.1: A small study of Edwardian postcards.

Twenty-two postcards were found in a family collection. They had been sent to, and often from,
members of a middle-class family in South Wales between 1905 and 1910. Ages, relationships
and circumstances of sender, recipient or both are known. There are 5 recipients - a mother and
4 daughters - and 14 senders including a son and 4 daughters.

12 of the messages are ‘single purpose’ and a further 5 are dual purpose. The remaining 5
messages fall in to more categories.
e 8 of the cards are solely or primarily about the sort of things we send cards for today,
albeit not necessarily postcards, such as birthdays and get well messages.
« 7 refer to ‘not writing’ and appear to be alternatives to writing a letter e.g.:
o Daughter away at work to mother at home: “Am very busy now. Will write you
tomorrow Friday.”
e 6 of the messages anticipate face-to-face meetings, e.g.:
o Girl at college to sisters at home: “I am coming home in a few days”
o Girl at home to sister away: “I am coming down Friday with mama.”
« 5 of the messages are about keeping in touch, ‘thinking of you’, rather than apologising
for not writing e.g.
0 Girl at college to a sister at home: “I hope this P.C. will make you think of me.”

Other types of cards also became important:

« Valentines became “big business” following the 1®4#8tal reforms for although
they had been popular before, they were now mordelwiaffordable (British
Postal Museum, 2009). Henkin (2007, p.148) noted tie arrival of the postal
system in the US caused Valentine’s Day to becoopelar.)

* Christmas cards: the first commercial Christmasd caas produced in 1843
(British Postal Museum, 2009).

Telegraph and telephones

Optical telegraphy had been in use since the enitheofeighteenth century (Headrick,
2000, pp.193-203). But the first electrical telgd@racame into operation in 1839, the
wires running along the railway from Paddingtoncentral London to West Drayton
(Marsden & Smith, 2005, p.194). By 1852 The Elecirelegraph Company “operated
some 6,500 km of telegraph lines connecting Londatm over 200 British towns”
(Huurdeman, 2003, p.106).

However, telegrams were expensive. In the 1840, Hlectric Telegraph Company

charged @ per mile for up to 50 miles, with decreasing clegrdor subsequent miles
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(Kieve, 1973, p.66). Yet a letter cost only itrespective of distance. By the early 1860s,
a telegram of 20 words cost a shilling to send ¥Kjel973, p.125) i.e. twelve times the
cost of a letter. In 1885, the minimum price okkegram was reduced ta §Robinson,
1953, p.203) but even this lower rate “precludedige for private purposes except by the
well-to-do” (Kieve, 1973, p.195-6). Consequentlihe' telegraph had no direct bearing
on the average Victorian’s life” (Connected Ea008). In 1854, only 13 percent of
messages concerned ‘family affairs’, the majorigynlg related to business, in particular,
the stock exchange (Kieve, 1973, p.119). Data eermplete prior to nationalisation of
the telegraph industry in 1865, but by then 15tetetwere sent for each telegram (Kieve,
1973, p.130) and Mitchell’s (1988) data suggesas &t best, in the 1880s and 1890s, 30
letters were sent for every telegram. Not only tihiel cost discourage users, but also the
lack of privacy because of the need to use opexyg8iandage, 1999, p.122).

From the late 1870s, telephones competed with raaeg) (Robinson, 1953, p.218): the
first telephone exchange opened in 1879 (BT Archigd09) and public phones were
available from 1884 (Connected Earth, 2009b). By(Ot®2, there were some 600
thousand phones, i.e. 1 per 100 people (Cassor®)/2®17, p.87). Like the telegraph,
telephones were then primarily used by businessdsaere rarely found in homes, as
will be discussed in Chapter 7. Facsimile transioiss (fax) were first invented in the
1840s but were not developed commercially (Huurdema003, pp.147 & 602).

So although both electrical telegraphy and teleghappeared during this period, they
were primarily used by business and are not coreadieirther in this Chapter.

Travel by Road

Before the railways were built, passenger transpad by road or coastal shipping (see
Simmons, 1991, p.312; Hawke, 1970, p.43; Gerhod®6) In the late eighteenth and
early nineteenth centuries two important changesimed in road transport: improved
road surfaces and improved carriages. The impromemeoad surfaces came about both
because of the technical changes introduced byimeHdnd MacAdam and because the

introduction of the turnpike system meant that soadkre better maintained (see for

167



Chapter 6

example Bagwell, 1974, p40). In carriage designrtan innovation was the elliptical
spring, patented in 1805, which resulted in cag$algeing able to carry more passengers,
more comfortably (Bagwell, 1974, p.49). Thus, Balj(974, p.43) estimated that

“fifteen times as many people were travelling bggst coach in the mid 1830s as
were doing so 40 years earlier. In 1835 700 makbes and 3,300 stage coaches
were in regular service in Great Britain. Assumamgaverage of 8 passengers per
trip (though many coaches could carry up to 16@ekand 2,500 trips per week,
the number of individual coach journeys made in ¢barse of that year must
have been over 10 million”.

The growth is corroborated by the increase in stageh duty collected by the Inland
Revenue (Bagwell, 1974, p.34).

Given that the population of Britain was about lifliom in 1835 (Mitchell, 1988), 10
million journeys implies that on average each persacluding children, made 0.6

journeys a year.

Travel by coach was expensive: “each inside passdarayelling by coach paid from two
and one-half pence to four pence per mile” althotatiside fares averaged 60 per cent
of inside ones” (Jackman, 1962, pp.343-6 & AppertiHawke, 1970, p44; Gerhold,
1996). To this had to be added the cost of mealsaaesommodation: for example, the
fare from Edinburgh to London was £4s10ut with “meals, tips and over-night stops”
the total cost of the journey was “nearly £50” (Beit, 1969, p.157), more than many
earned in a year (Mitchell, 1988: and see ChapteTravelling by coach was therefore
almost certainly only undertaken by a minority. VEht is likely that this minority made
several journeys each year, the great majorityemfpfe made none. Nevertheless, the
growth in coaching suggests that there was alrealdyent demand for increased travel

when the railways appeared.
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Travel by Rail

The first passenger carrying railway line openetiveen Manchester and Liverpool in
1830 and it was a commercial success (Ville, 20@dtmar, 2007).

“With very few exceptions, whenever a new line wasgned to traffic there was a
spectacular increase in the number of personsliirayelong the route served
compared with the numbers previously using the roaBy the mid-1830s
parliamentary committees examining proposals falwey Bills took it as
axiomatic that, once a railway was opened, the rauinolb persons travelling by
train would be at least double the number who hadipusly travelled on foot,
by coach or by any other road vehicle” (Bagwellf4.90.107).

Journeys per head grew from 1 per annum in 1885%tm 1913. However, although the
number of journeys increased, the average distaagelled fell (Hawke, 1970, p.31).
The modern measure of passenger miles (i.e. mida®lted by passengers) does not
seem to be available although Mitchell (1988) ré&gmbpassenger train miles (i.e. miles
travelled by passenger trains). Thomas (2004) %aitlvay carriages transported five
times as many passengers in 1870 as twenty yedrsrehut since most of the new
customers were shorter-distance travellers, theaatnpn passenger miles was less”. This
means that the increase in the number of journegsrded probably overstates the
growth in travel. (Note that these figures do matlude tram journeys which Simmons
(1991, p.317) suggested reduced rate of growthaiintnavel, although arguably trams
were used for shorter journeys, generally withiwrts, rather the long-distance inter-

urban travel.)

By the early 1840s, the railways had replaced thé aoaches (Robinson, 1953, p.118)
and by 1843 there were 22 million passenger jowg&ch year by rail (Mitchell, 1988)

compared with the estimated 10 million journeysdmach in 1835 (discussed above).
Despite this increase in travel, in 1839 RoberpBéason told the Select Committee on
Railways that there was “a class of people who]Inad yet had the advantage from the
railways which they ought, that is the labouringssles” (cited in Bagwell, 1974, p.109).
This changed with Gladstone’s 18&4ilway Regulation Actwhich even provided the

legal means for future nationalisation althougls thias never used (Harris, 2004, p.214;
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Wolmar, 2007, p.78). It became “better known as @eap Trains Act” (May, 1987,
p.13) because Section IV of the Act introduced Blagliamentary trains which secured
for “the poorer Class of Travellers the Means at#élling by Railway at moderate Fares,
and in Carriages in which they may be protectethftbe Weather”. One train a day was
to run “at an average Rate of Speed of not legs Theelve Miles an Hour for the whole
Distance travelled on the Railway including Stopgsig The passengers were to “be
provided with Seats”. “The Fare or Charge for eatird Class passenger by such a
Train shall not exceed One Penny for each Mileditad”. For comparison, fares for
second class travel were aboutdlper mile; for first class,®2to 3 per mile (Wolmar,
2007, p.126). This Act appears to have been paatraft of reforms that occurred around
that time in response to “the spread of socialrelsst and economic upheaval ...[that]
created what soon came to be called the Condifi@ngland question” (Thomson, 1950,
p.43). (Details in Box 6.2.2.)

Box 6.2.2: Reforms and the “Condition of England”.

There were riots in 1839 following Parliament’s rejection of the Chartists’ request for universal
male suffrage and other reforms. In 1844 Engels published The Condition of the Working Class in
England and, at the other end of the political spectrum, in 1845 Disreali published Sybil or The
Two Nations in which he aimed “to illustrate - the Condition of the People” and denied any
exaggeration in the dreadful conditions he described (Disreali, 1845/1981, Preface). In 1848,
Marx and Engels published The Communist Manifesto, which Taylor described as “rooted in the
circumstances of its time”, including “the coming revolutions of 1848” in France, Germany, Austria
and ltaly (Taylor, 1967, p.47; Trevelyan, 1942/1972, p.582).

Against this background, there was a raft of social legislation in the 1830s and 1840s, such as:
- the 1832 Reform Act, extending suffrage
- the 1833 Factory Act, regulating child labour;
- the 1833 Slave Emancipation Act;
- the reform of the Poor Law in 1834;
- the 1842 Mines Act, prohibiting the employment of women and young children in the
mines;
- therepeal of the Corn Laws in 1846 as a result of a food crisis and
the 1847 Ten Hours Act, limiting the working hours for women and children
(Trevelyan 1942/1976, pp.556-7; Thomson, 1950, pp.46-89).

Simmons (1991, pp.320-321) argued that the 18&dilway Regulation Act
“unquestionably stimulated a very large growth béap travelling”. Between 1843 and
1845, the number of passenger railway journeyseased by 40 percent, although this
growth was no doubt due in part to the expansiothefnetwork: the length of railway

routes rose by nearly 20 percent (Mitchell, 1988).1846, “almost 10%” of journeys
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were in the Parliamentary trains (Simmons, 199132®321) and “within five years,
more than 50 percent of passengers were payingpenay per mile” (Wolmar, 2007,
p.78). Between 1849 and 1870 “the number of thiasdxpassengers increased by nearly
six times whereas the increase in first and seabass was fourfold”. Bagwell (1974,
pp.108-9) attributed this increase to the introouncof the Parliamentary train. Hawke
(1970, pp.37 & 359) claimed that from 1840 to 18%e main growth point of the

passenger traffic was in the third and parliamgntéasses”.

Much passenger traffic appears to have been feaferirather than business purposes:
Simmons argued (1991, p.321) that “passenger draffs largely a pleasure trade”.
However, the Parliamentary trains became “famoudHeir inconvenience, discomfort
and snail-like pace” (Faith, 1994, p.79), runnirigreconvenient times (Wolmar, 2007,
p.126). Simmons reported (1991, p.321) that af@s01lthere was little evidence of the
better-off travelling on the longer distance chéigins: businessmen would have been
unlikely to choose to spend 16 hours travellingLieerpool on a Parliamentary train
when they could have gone by second class in 6shalsing data provided by Hawke, |
estimate that in 1865 half the passenger mileageasaounted for at fares ofi & mile

or lower. So the growth in third and Parliamenttmaffic was predominantly private
travel. Wolmar (2007, p.131) reported that “trawsre largely used by the middle and
upper classes...while the poor were confined to anuanexcursion to the seaside and
the odd essential trip when they could afford dres”.

The importance of mail to the social fabric of @wuntry is evidenced by the Sunday
service question. In 1850, the Lord’s Day Obserea8ociety campaigned for a total
shut-down of public services on Sundays and suetked getting mail deliveries
stopped (Flanders, 2003, p.146). “There was an uhete outcry ...The complete
stoppage of collections and deliveries lasted anlgw weeks” (Robinson, 1953, p.166).
The Society had more success with the railway comegadue to the low profitability of
Sunday services, and the increasing need for Sundagtenance: from 1870 about a
fifth of the network was closed on Sundays and ehservices did run, they were

reduced, despite complaints (Simmons, 1991, ppZ38)-
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Stylised facts

Following the procedure recommended by Gilbert 200.127), the model building
starts with a set of stylised facts. | suggest thate are two key facts to be explained,
illustrated in Fig. 6.2.1.
e The number of letters per person rose from 8 in01®475 in 1913, almost a
tenfold increase.
« Rail journeys per person per annum grew some faldyfrom 1 in 1843 to 35 in
1913.
(The growth rates are the same if the ratios apeessed in terms of the adult population
rather than total population, but data for the agapulation is only available for Census

years.)

Following the structure set out in Chapter 5, fadoption and then use are modelled.

Fig. 6.2.1: Growth in mail and rail: GB: 1840/3 t01913.
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6.3 Model of Adoption

Following the structure of the general model of @ described in Chapter 5, this
Section starts with demography. Then availabikisills and affordability are discussed.
The Section concludes by identifying the growttthia number of ‘epistlers’, the writers
of epistles or letters (derived ultimately from tleek epistob (Oxford Dictionary
1933/1979 &2001)). Here epistlers are definedtlhgse who were literate, had access to

the mail system and could afford to use it.
Demography

Between 1841 and 1911, the adult population of GBeaain (i.e. those aged 15 and
over) more than doubled: for every 100 adults in118here were 237 in 1911 (Mitchell,
1971, Table 40). However, increasing the numbeagents in the social circles model
described in Chapter 4 increases the size of pars@tworks (i.e. number within a given
social reach) because the population density iseed8ut do personal networks increase
in size as population increases? There are thésliom time, discussed in Chapter 2, and
although there is little evidence that time conegacommunication, that is in part
because of the difficulty in collecting such evidenIn Chapter 3 it was noted that
Wellman, Dunbar and others suggested that thereaapg to be a limit on the size of
personal networks. It would be possible to incrdasth the agents and the area so as to
maintain the density at the same level. But it @& olear what the benefits of this
approach would be while the computational costs difficulties are very clear: for
example:
* using some 2,400 agents instead of 1,000 will exxeehe time taken for each run
(a valid consideration given NetLogo’s slow speed);
* increasing the area of “the world” dynamically wadulequire some complex
programming and raise conceptual problems too, sashow to redistribute

agents over the larger space.

It is therefore assumed that the size of persomdivarks does not increase with
population growth. So rather than trying to regkcthe population growth that occurred
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over this period, the number of agents is kept t@oris Thus in effect, the model
represents a sample of the population and thetseslubuld be compared with per capita

rates, not totals.

To model population change in an agent-based medaie agents must ‘die’ and new
agents be ‘born’. As the aim of this model is notintvestigate population dynamics,
simplifying assumptions are made. The probabilitydging rose with age from 5 per
thousand for men aged 15-19 to 300 per thousanthése aged 85 and over. (The rates
for women were similar: usually higher in the yoangage bands due to deaths in
childbirth but, for the survivors, lower in latefel. For simplicity, an average of male and
females rates is used.) However, to apply age-Bpewvortality rates requires agents be
allocated an age. Fig.6.3.1 shows the age disimitgibf the adult population in 1841 and
1911.

Fig. 6.3.1: Age distribution of adult population: Great Britain: 1841 and 1911.
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The age distribution and the mortality rates carblmight together to create a set of
stylised demographic facts. An absolute age cuab®0 is used. Of course, a few people
did live longer: data collected in 1821 suggestet some 7 thousand out of a British
population of 12 million were aged 90 or over (Migdl, 1971, p.11). But using a cut-off
seems a reasonable simplification to avoid theipiisg of agents reaching unrealistic

ages. Box 6.3.1 provides the detalils.

Box 6.3.1: Demographic pseudo-code.

Initialisation

Create 1,000 agents and distribute them randomly across a space to give a density of almost
1%.

Divide the initial population into 4 age bands:
- young, to represent 15-24s: 30%
- prime, to represent 25-44s: 40%
- middle, to represent 55-64: 10%
- old, 65 to 85 inclusive: 7%

Allocate age to each agent. Within each age band, age is allocated randomly and uniformly. So,
for example, among the ‘young’, 3% of agents will be allocated to each year from 15 to 24.

Execution

Agents age and die based on the mortality rates:
- young, 0.6%,
- prime, 1%
- middle, 2.5%
- old, 10%
- any agent reaching age 90 dies.

Calculate total number of deaths.

Create new agents depending on the number of deaths:
for the population to remain constant, the number of ‘births’ has to equal the number of deaths.

Set age of new agents to 15.
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Fig. 6.3.2 shows how a model based on these slyfsets produces a population of
agents with an age distribution that is broadlysistent with the observed demographics
over the whole time period. By the end of the 7@rygeriod modelled on average 99
percent of the agents had been replaced.

Fig. 6.3.2: Model results: age distribution: actualand model compared.
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Availability

Prior to 1897, while some received up to 12 delesiof mail a day (Daunton, 1985,
p.47), others had no deliveries at all. Only fro8®7 was there a regular delivery of mail
“on at least two or three days a week to every donghe country” (ibid, p.44). Until
then, those in more remote areas had to collestldteers from the post office or pay an
additional fee. Thus the number of rural post effievas (as today) an important issue. In
1840, there were 3 thousand village post officaslgul 864 this had risen to 11 thousand
(Lewins, 1864/2007, p.116). (In comparison, todhgré are 6% thousand rural post
offices (Postcomm, 2009b p.16), although the didiniof ‘rural’ may have changed.)
Thus by 1859 “about 93 percent of letters werevdelid free of additional charge”
(Daunton, 1985, p.44).

Rail was the key to mail services. “The Post Officas remarkably prompt at using the
railways for the conveyance of mail”, starting 183D (Daunton, 1985, p.122; Lewins,
1864/2007, p.214). By 1843, “the principal townghe provinces” were already getting
a second delivery of mail daily due to the railwaffsewins, 1864/2007, p.144).
Dedicated mail trains were run overnight and pagsetrains also carried mail during the
day (ibid, pp.165-6). In 1864 Lewins (1864/20021%) described London as “the heart
of the postal system” with three of the four “amet running from there, supplemented
by the “veins”. The importance of London is furtleidenced by the fact that a quarter
of all UK letters were delivered in London in baiB50 and 1910/1 (Daunton, 1985,
p.46) even though only 10 to 14 percent of the iEhgbopulation lived there (Coleman
& Salt, 1992, p.28).

The railways expanded dramatically over the periddm 250 miles of railways in 1838
by 1843 there were 1,800 miles (Wolmar, 2007, pwib) four major lines linking the
main conurbations (London, Birmingham, LiverpooldaNlanchester) plus a line to
Bristol. By 1845, it was possible to travel by rabm Exeter to Newcastle. Although
there were lines in Wales and Scotland these weteyet linked to those in England
(Dyos & Aldrcroft, 1971, Map 11). The left hand ghof Fig 6.3.3 shows the railway
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network in 1851, when it comprised just over 6 gend miles, slightly over half what it

is today; by then it was possible to travel byrtrsiom Plymouth to Aberdeen. By 1854,
two thirds of the lines that were to form the In@ty network had been built (Wolmar,

2007, p.108). Thus “by 1880 hardly any town of #figance was more than walking

distance from a station” (Wolmar, 2007, p.127);"b900 the train offered the possibility

of travelling to within a few miles of even smallapes” (Pooley et al, 2005, p.18),

illustrated in the right hand panel of Fig. 6.3 By 1914, there was barely a hamlet that
was more than twenty miles from a station (Wolnm2007, p.127). The size of the

network was then at its peak, some 20 thousanc nmfes, roughly twice its current

length (Pooley et al, 2005, p.18; Root, 2000, p\440

Fig. 6.3.3: Railway network in 1851 and 1900.

1851 1900

Source: Reproduced with permission from Wolmar,7200Source: Reproduced with permission from Pooley,et a
p xvi 2005 p19
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Between 1848 and 1913, the route length of thevagilsystem quadrupled, growing at
over 4 percent a year to 1870 and 1 percent therg@itchell, 1988). Rail journeys per
head increased with route miles according to a pdsve with an exponent of almost 2
(Fig 6.3.4), consistent with a network effect. Altlgh by 1900 cars were appearing, for

inter-urban travel trains were still the main meahgansport (Pooley et al, 2005, p.18).

Fig. 6.3.4: Relationship between route length andjrneys per head: 1848-1913.
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Source of data: Mitchell (1988).

By 1851, half the population was urban, definedindeg in towns of over 10,000; by
1881, two thirds and by the outbreak of the FirstrM/ War, over three quarters. Even in
the 1840s, many urban dwellers would have had adodsoth mail and rail services and
from the 1850s probably all urban dwellers had s€¢e both services. For the purposes
of this model, it is therefore assumed that 40 gerof the population had access to rail
services in 1840, rising to almost all by the stdrthe First World War. Because of the
uncertainty about this assumption, the model atspleys an alternative assumption that
only those in urban areas had access to the raintyork.
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It seems reasonable to assume that all those whadtess to rail also had access to mail
services but that mail did reach further than tikemetwork. It is therefore assumed that
three quarters had mail access initially, risind @ percent by 1897. But, again, because
of the uncertainty of this, the model also incluties option for full mail access from the

start. The details are in Box 6.3.2.

Box 6.3.2: Assumed growth in access to the mail amdil networks.

Mail Rail
Base case Base case
1840 75% 1840 40%
Annual growth: Annual growth:
1840-1865 0.7% 1840-1870 2.5%
1865-1897 0.35% 1870-1910 0.4%
Alternative 100% throughout Alternative
1840 45%
Annual growth:
1840-1900 0.9%
1900-1910 0%

Results
Percent of population that (a) had access to mail and (b) had access to rail (under base and

alternative assumptions) and (c) lived in an urban area: 1840-1913
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Source: Urban data for England and Wales: Colem&ak.(1992, p.41)
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Affordability

Those with access to the railways could not alwalfserd to travel. For example
Thompson (1939/1973, p.162) described the daugbfepwor farm labourers going to
their first jobs, setting off on their “first trajjpurney, even though the hamlet was only
three miles from the railway station”. As discussied Chapter 2, there is little
information on the distribution of income in theneteenth century but Soltow (1980)
estimated that the Gini coefficient was about &.Hal 2007-08, the Gini coefficient
based on income before taxes and benefits wasaatemd a half (Barnard, 2009). The
distributions of total income implied by these t@ini coefficients are shown in Table
6.3.1: for example, a Gini coefficient of a halfphes that the top quintile have half the
income while the bottom quintile have just 2% patceHowever because of the
uncertainty, the model also includes the optioseifing the Gini coefficient to one third,

which is roughly the current level (as discusse@lapter 2).

Table 6.3.1: Division of total income between quiiles by Gini coefficient.

Gini coefficient
Approx half Approx a third

Bottom quintile 2.5% 7.5%

Lower quintile 7.5% 12.5%
Middle quintile 15.0% 15.0%
Upper quintile 25.0% 20.0%
Top quintile 50.0% 45.0%
Total 100.0% 100.0%

Based on Jones (2008).

The model divides agents into quintiles and allesahcome within each quintile on the
basis of the distribution shown in the left handuomn of Table 6.3.1 for the base case.
For the very bottom quintile, a minimum is set. Bo top quintile, a distribution is used
that produces considerable variation in the maxinmeome. With a Gini coefficient of
about a half, 63 percent of agents have less tharage income and the median income
iIs 75 percent of the average. The details of thelahare set out in Box 6.3.3 and its
results in Fig. 6.3.5.
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Box 6.3.3: Allocating income in the model.

Explanation

The income figure is an index number, with the initial average set at around 100. It does not

represent pounds.

Total income of 100,000 is allocated among 1,000 agents to ensure that the average income is
around 100. (It actually ranges from 97 to 102). The agents are divided into 5 quintiles and the
income is allocated according to the proportions set out in Table 6.3.1.
E.g. with the Gini coefficient of about a half, 15% of the total income — 15,000 units — is spread
between the 200 agents in the middle quintile, producing an average of income of 75, which is
achieved by allocating incomes randomly between 61 and 90.

The minimum income is set at 10. No maximum is set and this can vary considerably (from some
500 to 1,000) with an average of 678.

Gini coefficient
Approx half Approx a third
Bottom quintile 10-15 10-60
Lower quintile 16-60 61-65
Middle quintile 61-90 66-85
Upper quintile 91-160 86-115
Top quintile Over 160 Over 115

Pseudo-code

Allocate 200 agents each to bottom, lower, middle, upper and top income groups.

Set the range of income for each group on the basis of the Gini coefficient and the ranges given in

the table above.

Allocate income randomly within each quintile group except for the top quintile where a random-
exponential distribution is used with a mean of 90 for a Gini coefficient of about a half (and 110 for

a coefficient of about a third).

Fig. 6.3.5: Model results: distribution of income wvith the Gini coefficient of about a half.
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During the period, incomes grew. On average frori51&® 1910, real GDP per head
grew by one percent a year (as shown in Fig. 6.2@@nts’ incomes are therefore raised
by one percent a year. This means each year, ngergsacan afford to adopt mail and
rail services. In the model an affordability threlshis set and agents whose income

exceeds that threshold are deemed able to afferddtv services.

Fig. 6.3.6: Real GDP per head: UK: 1855-1913.
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Source of data: Feinstein (1972).

But at what level of income should the affordapibllowance be set? It is arguable that a
higher threshold should be set for rail than foilrhacause undertaking a journey, even
on the Parliamentary train, would be less affordadbbn sending a letter. Someone just
above the poverty line might be able to afford arpefor a stamp, but not 5 shillings for
a 60 mile round-trip rail journey. But because lué tack of data and for simplicity, just
one threshold is used. It was established in Chdptiat by the end of the period a
quarter could still not afford mail and rail sem$c What is not clear is how many could
afford these services at the start of the pericettainhly the middle and upper classes,
who accounted for around a fifth of the populaticould afford them. But, it would
appear from the rail history discussed above, stdceome of those who were less well
off.
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Given that by the end of the period a quarter cowlidafford the services, then Fig. 6.3.5
suggests that the threshold was about a quartaveyhge income. As incomes roughly
doubled over the period, then the affordability Vdohhave been about half average
income at the start. As indicated in Fig. 6.3.5¢ ¢imrd had an income below this level
and so a threshold set at this level would havéledgust under two-thirds to participate

initially.

Affordability has been taken as an absolute ratien a relative measure, set on the basis
of Rowntree’s definition of poverty, based on theaintenance of physical efficiency”
(discussed in Chapter 2). The idea is that as enmsogrow, the poor can afford things
that were previously the preserve of the rich. Titisot to say that these people are not
still relatively poor compared to others in theisbg but that the poor can increasingly
afford to send letters and to travel, albeit notragch as those who are better-off. The
model handles this as follows. The affordabilityeghold represents a limit below which
there was nothing to spare for non-essentials sagcHetters, cards and travel. As
discretionary income increased — the income ablbigebiasic threshold — more could be
spent on luxuries. For example, the doubling of le@mes means that those on average
incomes in 1910 would have had three times theraetisnary income that those on

average incomes enjoyed in 1840 (as illustratdgbixi6.3.4).

Box 6.3.4: lllustration of increase in real discreébnary income.

Index: average real income in 1840 = 100 1840 1910
Average income 100 200
Less the affordability threshold 50 50
Equals discretionary income 50 150
Skills

Access and sufficient income were not the only irequents to be met to use the mail
services. People also had to be literate. Schoffidd@3, cited in Mitch, 2004, pp.353-5)
reckoned that by the end of the 18th century,gdihtry and professionals” and “officials
etc” were literate as were most in the retail teaded by 1830 70 percent of men were
literate. Sanderson (1972) suggested that “by tideoé the 1830s the younger generation
possessed a higher degree of literacy than theanpsl. But literacy was often measured

by the ability to sign one’s name on a marriageifceate (Stone, 1969). It does not mean
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that people could write letters or even read thetone (1969) reported that “in the 1840s
the ratio between the two varied between one toametwo to three”. For example early
in Queen Victoria’s reign “79 percent of Northumlbed and Durham miners could read,
and about half of them could write” (Wilson, 20@8363). In 1843, 71 percent of the
workers of a bleaching company in Bolton were #ter and by 1868-9 in Blackburn, 85
to 95 per cent of cotton workers could read anden$underland, 2007, p.103). “The
high and rising literacy rates fostered letter igt (ibid).

Stone (1969) claimed that by the late nineteentiucg “the ratios between name signing
and adequate reading capacity and between readpagity and writing capacity tended
rapidly to converge”. Nevertheless, just before Fhest World War Pember Reeves
(1913/1979, pp.12, 15) found that among poor waykilass women of child-bearing age
in London, 8 of the 31 women she interviewed cowddread or write. She noted that the

older women and

“those who had had no reason to use a pencil &f&ving school... had
completely lost the power of connecting knowleddech might be in their minds
with marks made by their hand on a piece of paper”.

However, Lewins (1864/2007, pp.135-6) noted tha theap mail system was an

encouragement to learn to read and write. Henkd@%2pp.25-26) made the same point
in respect of the United States.

Table 6.3.2 brings together several data sourcesstinate the extent of literacy. It

suggests that while the total population doubled, literate adult population may have
increased fivefold.
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Table 6.3.2: Estimated literacy: GB: 1840-1910.

1840 1850 1860 1870 1880 1890 1900 1910

Population
Total population, GB (mil) @) 18.3 20.6 23.0 25.8 29.4 32.8 36.7 40.5
% adults 2 65 65 65 64 64 65 68 69
Adult population, GB (mil) 11.9 13.4 14.9 16.5 18.8 214 2 438 28.0
Literacy
Adult male literacy (%) ) 66 69 74 80 86 93 97 97
Adult female literacy (%) (4) 50 60 70 80 86 93 97 97
Literacy rate for all adults (%) (5) 58 64 72 80 86 93 97 97
Literate adults (mil) 6.9 8.6 10.7 13.2 16.1 19.9 24.0 27.2
% of literate adults

who can write (6) 67 70 75 80 85 90 95 95
Adults capable of writing
- mil 4.6 6.0 8.0 10.6 13.7 17.9 22.8 25.8
- % 39 45 54 64 73 84 92 92
Notes
(1) Mitchell (1988).
(2) Based on UK data: Feinstein (1972). Adult means aged 15 and over.
(3) Based on Stone (1969) for England & Wales. Literate means able to sign name.
(4) Based on Mitch 2004: 344.
(5) 48% of the adult population were male (Feinstein, 1972).
(6) Based on Stone (1969), Wilson (2003), Pember-Reeves (1913/1979) & Bell (1907/1981).

In the model, it is assumed that initially 40 pertcare literate in line with the estimate in
Table 6.3.2. Further, it is assumed that all ofsthin the top quintile of the income
distribution are literate and literacy is randordigtributed among those who are poorer.
Literacy is assumed to spread primarily throughdémographic process: as older agents
die they are replaced by young agents who are ti@ig to be literate. The probability
of a new, young agent being literate increases.byp2rcentage points a year up to a

maximum of 95 percent, which is reached by theyeE860s.

However, given the evidence that the introductibthe Penny Post encouraged literacy,
it is also assumed that a few illiterates beconegdte due to contact with others, through
the personal network effect. Although the evideseggested that some who left school
literate lost the skill through lack of practicejce literate, agents are assumed to remain
literate. (Details in Box 6.3.5.) As shown in Taltle.7, this model closely reproduces

the estimated growth in literacy shown in Table®.3
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Box 6.3.5: Modelling increasing literacy.

Each year 1 percent of those
- with mail access and
- able to afford to use it and
- who are close to epistlers
themselves
become literate.

‘Close’ is defined as being within a
social reach of 10, which produces an
average close personal network of 3,
although a few have none in their
network while others may have more
than 5 as shown on the right.

Distribution of the personal networks with social
reach = 10
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Fig. 6.3.7: Model results: written literacy rate: estimate and model compared
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Summary of the adoption model

Box 6.3.6 summarises the adoption model.

Box 6.3.6: Summary of the adoption model

Population

1,000 agents are used to represent the adult population, aged 15 and over.

The population remains constant: agents who die, based on nineteenth century mortality rates,
are replaced by 15 year olds. (Details in Box 6.3.1.)

Access (Details in Box 6.3.2.)

Mail: 75 percent have mail access initially, reaching 100 percent by 1897. (The alternative
assumption is that there was 100 percent mail access throughout.)

Rail: 40 percent have rail access in 1840 rising to 98 percent by 1910. (The alternative
assumption is that rail access grew with urbanisation: from 45 percent in 1840 to 77 percent in
1900 after which the rate did not change.)

Affordability

Incomes are distributed according to a Gini coefficient of about a half. (Details in Box 6.3.3.)
Affordability is determined by a threshold set initially at 50 percent of average income.
Incomes grow at 1 percent a year. (Prices do not change.)

Literacy

Initially 40 percent are literate, including all those in the top income quintile. The balance is
allocated randomly across the poorer agents.

The literacy rate of new (young) agents rises by 2.5 percent each year to a maximum level of 95
percent.

Each year a few illiterates become literate. (Details in Box 6.3.5)
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Results

The model combines all the assumptions made atembgraphy, economic changes, the
spread of access to mail services and of literaqyrdduce an estimate of the growth in
the number of ‘epistlers’, defined as those wholiéeeate with access to the mail system
and able to afford to use it. The model suggessttie proportion of epistlers roughly
trebled from just under a quarter to about 7 outl@fby 1910. Although it was not
necessary to be literate to use the rail netwariik, the relationship between mail and rail
that is of interest. To examine this, those epistieho also had access to the rail network
will be referred to as the ‘travelling epistler§he proportion of travelling epistlers
increased sixfold: from about 1 in 8 to about 7 oitlO by 1910. The proportion of
travelling epistlers grew faster than the proportad epistlers because the rail network

was less accessible initially. (Details in Fig 8.3.
Fig. 6.3.8: Model results: epistlers and travellingepistlers.
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Fig. 6.3.8 can be regarded as an adoption curvdah mail and rail represent new
technology. Yet, it does not much resemble the lfam$-curve. This is because, in the
terminology of Chapter 5, the ‘early adoption’ plas omitted and by 1910 adoption was
still in the ‘late majority’ phase, not having réad the last 16 percent who comprise the

189



Chapter 6

‘laggards’. Thus, compared to the classic technplagoption curve, this curve is
truncated at both ends.

Fig. 6.3.9 shows how affordability, literacy and@ss to the mail and rail networks have
combined to produce a growth in epistlers and tliageepistlers. It suggests that literacy
was the constraining factor up to about 1875 —d#he lowest of the percentages — after

which it was affordability.

Fig. 6.3.9: Model results: epistlers, affordability literacy and access.

100 +

Percent

30 -
20 -
10
O T T T T T T T
1840 1850 1860 1870 1880 1890 1900 1910
e Epistlers — T-Epistlers Affordable
A Literacy A Mail access Rail access

190



Chapter 6

Because of the uncertainty regarding the growtraafessibility to the mail and rail
networks, two alternative assumptions were tested:

» if there had been full access to the mail netwaoikally, one third would have
been epistlers rather than about a quarter asitvdlse case. (By 1910, it makes
no difference as the base case assumes that alcbhads.)

« if access to the rail network had grown in linehwirbanisation then by 1910 just
over half would have been travelling epistlers cared to 7 out of 10 on the base
case.

(Details in Table 6.3.3.)

Table 6.3.3: Model results: growth of epistlers andravelling epistlers by alternative access
assumptions: 1840 and 1910.

Percentage of population 1840 1910
Epistlers

Base case 23 72
Full access to mail network throughout 31 72
Travelling epistlers

Base case 12 71
Rail access grows with urbanisation 14 56
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Sensitivity analysis

There is no information on the proportion of thepplation who were epistlers or
travelling epistlers, so to test the model the aftd four unrealistic assumptions on the
growth in these groups has been made.

e The Gini coefficient is set to about a third, asliserved today with the extensive
tax-benefits system. The Gini coefficient was dalyahigher in the nineteenth
century, around a half as assumed in the base case.

» The affordability threshold is set to zero, meanawgryone could afford to use
mail and rail services throughout the period altiftouhe historical evidence
indicates that they were not. The base case assomheshose with half average
incomes and above in 1840 could afford these sesvic

« No economic growth, although it is well establishitbdt there was significant
economic growth: the base case assumes 1 pergeat.a

e 100 percent literacy throughout, which is known taobe the case.

Fig. 6.3.10 shows how these totally unrealisticuags®tions produce growth paths that
bracket the base case (the thick dark line). Ifioms that literacy was the constraining
factor up to about 1875: for example, had everybeen literate in 1840, half the
population would have been epistlers instead otuartgr. Later, it was affordability
rather than literacy than was the constraint: haafy®ne been able to afford the services,
some 90 percent would have been epistlers by 1i&st6dd of some 70 percent. But had
there been no economic growth, only 60 percent vdwdve been epistlers. This is
perhaps surprising but is consistent with the ineatstribution shown in Table 6.3.5
which shows that 64 percent had an initial incoineva the threshold. A similar pattern

emerges for the travelling epistlers.

192



Chapter 6

Fig. 6.3.10: Model results: sensitivity analysis: grcent of population of who are epistlers
and travelling epistlers: 1840-1910.
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6.4 Model of Use

Section 6.3 looked at adoption but not at actualinghe sense of how many letters were
sent or rail journeys undertaken. This Section $oakthe factors underlying the observed
growth in the use of mail and rail services. Thiera real danger with modelling of this
kind of assuming, often inadvertently, what ones smit to prove. It would clearly be
erroneous to assume thattems of mail per head are sent a yeay @urneys made. |
have therefore made indirect assumptions and atmdeep these assumptions to the
minimum. Therefore this Section looks at what mighve affected personal networks
and thus the use of mail and rail services. Itt fitbks at mobility and then at the
cumulative effects of mobility and the change ia ttumber of epistlers.

In Section 1 it was argued that British society wasbile before the introduction of the
universal Penny Post and the railways but these tamovations transformed
communications and travel.

Fig. 6.4.1: Distribution of personal network

size for social reach equals 30.
Using the model described in

Chapter 4, it is assumed that al 13:
agents start with a social reach o 8 1
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Two kinds of movement are modelled, illustratedrig. 6.4.2:
* migration that seriously disrupts personal netwodgents are assumed to move
twice their social reach, and
» socialshifting (as discussed in Chapter 4) invajvemall steps, which may not
disrupt their personal networks. Only if an agesttifts’ outside another agent’s
social reach will the personal network be chand@dexample, in Fig. 6.4.2, if A
moves to C, X's personal network will not changéibéA moves to B, it will.

Fig. 6.4.2: Migration and socialshifting.

v

* Reach || Reach’ *

Migration Socialshifting

It is assumed that epistlers can maintain theksliwhen they move. Thus as migrating
agents move twice their social reach, they losg¢ambrwith their home personal network
unless they are epistlers. Migrating epistlers ma@ncontact with other epistlers in their
close personal network, which varies between adautss assumed to have an average
size of three. (‘Close’ is defined as before —Beg 6.3.5.) Think, for example, of a girl
away in service: who would she write to? Her ma2h@isters? Boyfriend?

Most migrants were young: migration rates peakexlrzdt age 20 and then dropped
steadily, flattened out and then started to risaira@fter age 60 (Schurer, 1991). For
simplicity, it is assumed that 5 percent of undes figrate each year and to ensure that

80 percent of migrants were under 25, the migratade for older agents was set at one
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tenth of that for the under 25s (i.e. % percenginBs & Wood (2004) suggested that
letters prompted migration and Thompson (1939/1%/862) and Horn (2003, pp.5-7)

noted the importance of contact through those wiready had places in obtaining jobs.
So for epistlers, the migration rate is 50 perdegher (i.e. 7% percent of the under 25s

migrate).

It was shown in Chapter 4 that if just 5 percenttgine step each period, then over 10
periods, between a third of small personal netwarks$ almost two-thirds of larger ones
of will change. It is assumed here that each yeaerSent of agents socialshift. As with
migration, epistlers are assumed to be 50 perceare riikely to socialshift i.e. 7%
percent. It is assumed that epistlers maintairsliwken they socialshift but non-epistlers
do not.

Links, whether created by migrating or shiftinge aissolved either by one party dying
or by random destruction: it is assumed that Squdrof links are broken randomly each
year.

The pseudo-code is shown in Box 6.4.1.

Box 6.4.1: Mobhility: pseudo-code.

Socialshifting

Number of agents to shift calculated based on rates of 7.5% for epistlers, 5% of others
Epistlers to shift create links with other epistlers within social reach of 30.

Number of shifts counted.

Migration

Number of agents to migrate calculated based on these rates:

- under 25s: 7.5% of epistlers, 5% of others

- 25 and over: 0.75% of epistlers, 0.5% of others

Epistlers create links with other epistlers with social reach of 10.
Migrating agents move 60 units (twice their social reach of 30)
Number of migrations counted

For each agent, distance from initial position measured.
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Migration raises an issue concerning the startfupemodel and agents’ history. Those
who migrated before the introduction of the unieém®enny Post and railways would
have had difficulty keeping in touch. But the modehkes no assumptions about the
agents’ history although it generates their hisasyt runs:
« all agents have a migration counter that is incraew each time the agent
migrates and
« for all agents, their initial position is recordeahd the distance moved from that
initial position, by migration or socialshiftings calculated at each step.
As noted above, by the end of the 70 year periadaverage 99 percent of the original
agents have been replaced so their movement leistare in effect generated by the
model.

On this basis, half the population migrates at stime while three-quarters are defined
as ‘mobile’, moving as a result of socialshiftingrigration or both. Of those who
migrated, two thirds did so only once and a quartgrated twice. (Details in Fig. 6.4.3.)
This is consistent with studies based on linkingi€les records which suggest a turnover

rate of about 50 percent over 10 years (Schur&1)19

Fig. 6.4.3: Model results: proportion of agents whare mobile.
(Mobile means moving as a result of socialshifting, migration or both.)
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Before turning to the discussion of the resultsg Bat.2 summarises the whole model.

Box 6.4.2: Summary of whole model.
Initia lisation

Agents allocated ages and incomes. (See Boxes 6.3.1 and 6.3.3.)

Agents’ access to mail and rail services determined. (See Box 6.3.2.)

Agents’ ability to afford mail and rail services determined by comparing agents’ income with
the affordability threshold.

Literacy determined. (See Box 6.3.5.)

Personal networks measured.

Records initial co-ordinates.

Initial summary statistics recorded.

Execution

Agents age.

Incomes grow and agents’ ability to afford the services is recalculated. (See Box 6.3.2.)
Links broken.

Mail and rail access spreads. (See Box 6.3.2.)

Literacy spreads by influence. (See Box 6.3.5.)

Agents die according to mortality rates. (See Box 6.3.1)

Replacement agents are created and distributed randomly, allocated income and their mail
and rail access and literacy are determined. (See Boxes 6.3.1, 6.3.2, 6.3.3 and 6.3.5.)
Summary statistics about access, affluence and literacy recorded.

Agents move by socialshifting and migration, creating links as appropriate. (See Box 6.4.1.)

Personal networks measured, within circles and links beyond circles.

Summary growth statistics recorded and graphs plotted.
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Results

The change in the size of personal networks is shiowFig 6.4.4. Overall, the average
personal network size increased by 9 percent. As@rd, the average personal network
size of the non-epistlers does not change. Howdveraverage size of epistlers’ personal
networks rises from 28 to 32 — by 14 percent — essalt of their being able to keep in
contact with those with whom they would otherwised lost contact. More importantly,
within the epistlers’ personal networks, an inciregproportion of their links are to other
epistlers — the epistlers’ epistolary network -tiatlly on average just 6% of the 28 are
also epistlers, rising to 24 out of 32 by the efhthe period. For the travelling epistlers,
the growth is even greater. Initially travelling igfers have on average 3% other
travelling epistlers in their personal networks. By end the average size of these

travelling epistolary networks is 23%.

Fig. 6.4.4: Model results: change in size of persahnetworks.
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As the proportion of epistlers rises, the propeortad epistlers in each agent’s personal
network also rises i.e. the epistolary networknswgng. The number of links increases
(approximately) by the square of the number of sggamthe network (see Chapters 3 and
5). As shown in Fig. 6.4.3, in 1840, on averagenesgent has 28 links and so there are
28,000 directed links in the network. Almost a deaof the agents are epistlers and on
average they are linked to 6% other epistlers. Haait 1,500 links — or 5 percent of the
total — are between epistlers. By 1910, the nurobempistlers approximately trebles and
the average number of epistlers in their netwoidesrto 24, giving some 17,000 links in
total. However, the total number of links has irmged to 31,000 (due to the increase in
size of personal networks). Thus by 1910 epistdiaks account for just over half of the
total number of links; and most are between trawgllepistlers. These results are
illustrated in Fig. 6.4.5.

Fig. 6.4.5: Model result: epistlers’ share of totalinks.
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OLinks between two epistlers, one non-travelling
B Links between two epistler travellers

Thus, roughly, trebling of the number the epistleais increased the number of epistolary
links by elevenfold, from 1% thousand to 17 thowdlsdmmoadly consistent with the almost
tenfold rise seen in mail per head, given thatalidhe links will result in communication
by mail. (Details in Fig. 6.4.6.)
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To compare the growth in links between travellipgsters, 1843 must be taken as the
start year because that is the first year for whathdata is available. The model shows
that only 13% percent of the agents were travelipiptiers then and on average only 4
of their links were to travelling epistlers. Thusete are only some 500 travelling

epistolary links. By 1910, the number of travelliegistlers increases over fivefold and
the average number of travelling epistlers in tineitworks rises to 23%. This means that
the number of epistolary links increases to ab@500. Thus a fivefold increase in the

number of travelling epistlers has increased the ef the epistolary network more than

thirtyfold (16,500/500), consistent with the thidid rise seen in rail journeys per head,
given that not all the links will generate rail joeys. These results are shown in Fig
6.4.6.

The model was intended to gauge the potential darrounication by mail and travel by

rail. Not all the links created would “carry” mait generate rail journeys. So the growth
rates in the model are expected to be higher toarally occurred. And because much
detail has been omitted, the model’'s predictiors raot expected to track year-by-year
growth precisely. Nevertheless, the model doescatdi how the observed growth rates

might have been generated.

The adoption model was tested by examining thecetieunrealistic assumptions. This
usage model was tested by assuming that there wamability, which is clearly
unrealistic given the historical evidence. If therere no migration, there would be no
overall increase in the sizes of personal netwobks,the epistolary networks would
nevertheless increase as the number of epistlersased. However, the average number
of epistlers in their networks would rise from ab6éi~ as before to 20. Thus the number
of links initially would be about 1% thousand agdoe but by the end would be nearly
15,000 giving a tenfold increase. For travellingsders, the rise would be about twenty-
fivefold: from around 500 to just over 14,000. Thte growth in the networks would
have been substantial even if there had been naating. (Details in bottom panel of
Fig. 6.4.6.)
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Fig. 6.4.6: Model results: actual mail and rail jarneys per head compared to model.
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| % agents | Av no. in networks links
Epistoles
1840 23% 6% 1,495
1910 2% 24 17,280
Increase 3.1 3.7 11.5
Travelling epistoles
1840 13v2% 4 540
1910 71% 23% 16,685
Increase 5.3 5.9 30.9
No mobility: 1910
Epistoles 72% 20 14,440
Travelling epistoles 71% 20 14,420
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6.5 Discussion and Conclusion

The model described in this Chapter has taken tadlability of the mail and rail
networks as exogenous but has attempted to modgl uke, drawing on the general
model set out in Chapter 5, which is in turn basedthe idea that communications
networks grow out of social networks. It has lookedhe potential for communication
and travel by assessing the impact of mail sernvacepersonal networks. The target was
to explain the growth in the number of letters person from 8 in 1840 to 75 in 1913;
and the growth in the number of rail journeys pesidper annum from 1 in 1843 to 35 in
1913. Evidence suggests that personal rather thsindss use was an important factor in
the growth of both. Table 6.5.1 summarises the node

Table 6.5.1: Summary of the model.

Target Use of mail and rail services: 1840-1913
Agents Individuals
Agents
Attributes Dynamics
Location Random
Demographic Age Birth and death
Socio-economic Income Income growth
Skills Literacy Young agents replace less literate old; and
influence of close personal network

Personal networks: Socialshifting & migration

- close Social reach = 10

- intentional Social reach = 30

It is a simple model and has not taken into accdetdiled changes. For example:

« Agents have not been divided by gender althougretivere differences in age-
specific mortality rates and literacy rates.

* Agents have not been divided by class, althoudlerdifices in income have been
included.

» It does not take into account the business cydias were characteristic of the
nineteenth century British economy.

» It does not take into account the changes to thkesystem made in the 1870s.

e It has assumed one affordability threshold althoagbase could be made for

having a higher threshold for rail than for mail.
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The model suggests that the increase in the nuofderks matched the increase in the
use of mail and rail services. It was not surpggio find that affordability — the rise in
real income — was an important factor in the risiisg of mail and rail services. But the

role of literacy was brought out by the model.

Returning to the four communications effects idediin Chapter 5:

» Social solidarity. This is the idea that a new communication mode valused to
send messages to those in agents’ existing persenabrk. This accounted for
most of the mail sent.

* Communication substitution. There was no substitution because there were no
substitutes available. When the universal Penny Was introduced, travelling to
meet face-to-face was the only alternative to sepdiletter.

* New practicesdeveloped, especially the sending of cards.

« The global village effect.The universal Penny Post made it possible to raiaint
contacts that would otherwise have been lost. Thdeansuggests that this effect
might have increased personal networks averagingyZBpercent on average; by

15 percent for epistlers i.e. by 3 to 4.

At the same time as communications were transfortmedhe universal Penny Post,
transport was transformed by the railways. Considethe three travel effects identified
in Chapter 5:
* Complementary travel
Long-distance travel became accessible to far mpeople than previously: from an
estimated 0.6 journeys per head a year by coa@B3b, there were 35 per head per
year by rail in 1913. People were able to keepantact and this is likely to have
encouraged travel. Indeed, letters from migrant®eraged others to migrate.
» Travel communications
The growing number who could use the mail servares travel suggests that there
was likely to have been more communication ab@viel; especially using cards.

+ Travel substitution There is no evidence that mail substituted fordarav
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Table 6.5.2 summarises the results.

Table 6.5.2: Summary of the results.

Target | Use of mail and rail services: 1840-1913
Adoption
Key factors Literacy to 1875
Income growth from 1875
Access to mail & rail
Use
Communication effects
Social solidarity? Yes
Communication substitution? No No substitutes available
New practices Yes Cards
‘Global village’:
- maintain contact? Yes Personal networks increased by 9%
- new friends? No
Travel effects
- Complementary increase? Yes
- Travel communications? Yes
- Substitution reduction? No No evidence.

To sum up: British society was mobile before thaval of the universal Penny Post and
the railways. There was, arguably, a pent-up demamting to be met. The mail and rail
innovations permitted communication and travel opreviously unprecedented scale.
The rise in the use of mail and rail per head faiswipped growth in GDP per head,
primarily due to the growth in literacy and the d®pment of new practices.

What the modelling has shown is that it is posstblédring together a set of evidence-
based assumptions that, when combined, show howttberved dramatic growth in use
of mail and rail services might have come aboualdb indicates the relative importance
of different factors identified by history and tlmgoThe model distinguishes the global
village effect from increased contact with the presting personal network and suggests
that the latter far outweighs the former. It albows how the growth in communications
was driven by increasing literacy, and was at fiestilitated and later constrained by
economic factors. Perhaps most importantly, it dintkes how the demand for both mail

and rail could be generated by personal networksclwmay in turn help to explain why

they are complements rather than substitutes.
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Chapter 7: Phones and Cars

This Chapter presents a case study of the adoptiwhuse of phones and cars by
households in the second half of the twentieth wmgntonce again based on the social
circle model described in Chapter 4. While theeesome features common to this model
and that presented in Chapter 6, this model differmany important respects reflecting
the differences between the technologies, the ksacid economic conditions and the

availability of data.

Phones and internal combustion engines first appean the same year, 1876

(Huurdeman, 2003, p.89). Phones were available thmrlate 1870s and cars started to
appear on British roads in the 1890s. But the spoédoth was disrupted by two World

Wars which caused shortages that distorted constiinenaviour. Thus this case study
starts in 1951 when life was starting to returmtymal after the Second World War.

Data on household phone and car ownership becaai@fle together with background

information from the 1951 Census (General Regi€#fice (GRO), 1952). The case

study covers the following 50 years in order to dignfrom the 2001 Census data.

However, the model is not expected to perform velWards the end of the period

because the digital revolution started to havemapart: the percentage of households
with phones peaked at 95 percent in 1999, aftechvhistarted to drop as mobiles were
substituted (ONS, 2008a). The digital revolutiodiscussed in Chapter 8.

There does not appear to be any study of the diffiusf the telephone in Britain similar
to that undertaken by Fischer America Calling: A Social History of the Telephdioe
194Q Although conditions and timing in Britain werdfdrent, this case study draws on
clues suggested by Fischer’s analysis. Fischer(1998) suggested that the histories of
phones and cars in the United States have “notbwaiinilarities and differences”. They

were similar in that:
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 “pboth emerged from ‘parent’ technologies, the tedphp and the bicycle
respectively and that inheritance shaped theiy éastories”
* “both started out as expensive devices favoredéynell-off”.
But there were differences too, he argued: “thepiebne was initially a business tool
leased from a single provider, while the automohites a toy bought from a variety of
producers”. Fischer (ibid) suggested that cars veel@pted faster than phones, despite
their higher costs, because cars were supplied lpnapetitive industry and were

subsided by government-funded roads, while phorezse wupplied by monopolies.
Data

In addition to drawing on Fischer’s work, HalseydaWebb’s (2000)T'wentieth-century
British Social Trendsis also used extensively. Demographic statisties feom the
decennial Censuses. For the first part of the peti® two key sources of economic
statistics are the same as for Chapter 6: Mitq{i€lB8) and Feinstein (1972). Data for
later years is available from the Central Statdtioffice (CSO) and its successor, the
Office for National Statistics (ONS). The Chapteaws in particular on surveys of
family expenditure that were carried out from 1968y the Ministry of Labour, then by
the Department of Employment (DE), CSO and curyer@INS. These surveys also
provide data on the household adoption of phon#serQlata on phones is available first
from the Post Office, followed by BT plc and its guators, Office of
Telecommunicationgftel), and then Office of Communications (Ofcoata on cars
is available from various Government sources, aafgcthe Department of (then ‘for’)
Transport (DTp then DfT).
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Outline of the Chapter

The Chapter starts by setting the scene, describi@ggrowth in phone and car use in
Britain during the twentieth century in SectionSkections 2 to 5 describe the modelling.
In this model, the agents are households rather thdividuals as in Chapter 6; so
Section 2 explains how the formation of househoMis modelled. Section 3 then
describes how the households were divided by @dasisallocated income, the method
used for income allocation being different fromtthiged in Chapter 6. Section 4 then
presents the model of adoption, drawing on theipusvtwo Sections. Section 5 presents
the results. Section 6 briefly discusses, but does model, usage and Section 7

concludes.
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7.1 History

This Section looks first at the history of phoneptibn, then at cars and concludes with a

set of stylised facts to be explained by the model.
Phones

Initially, phone subscribers had private lines (€as 1910/2007, p.86) but the first
British phone directory was issued in 1880 and tamed details of over 250
subscribers” plus details of 16 provincial exchamgémost all of these subscribers were
businesses (The Telephone Company, 1880; Hamillp0By 1882, there was one
phone for every 3,000 people in London: by 189@ thtio was one per 800 but it
reached one per 100 in 1905 (Perry, 1977). Adoptvas slow due to price and poor
regulation of the nascent phone industry (Perry,7J9By 1910-12, there were some 600
thousand phones and a quarter to a third of these wm London (Casson, 1910/2007,
p.87; Huurdeman, 2003, pp.230 & 235; Perry, 1977).

Initially there were many, often competing, phowmenpanies. But with the exception of
the Kingston-upon-Hull phone company, the phonesty was nationalised in 1912 and
put under the control of the Post Office. It becammseparate nationalised industry,
British Telecommunications in 1981; and in 1984tiBh Telecommunications was
privatised, becoming BT plc (BT Archives, 2009). #st it was regulated by Oftel,

which was subsumed into Ofcom in 2002 (Ofcom, 2009c

From 1912 the number of phones — either businegesidential — grew at a rate of
almost 5 percent a year so that by 1984, thereomagphone for every two people. That
data series was discontinued when BT was privatis@d84 and replaced by the number
of phone lines, at which time there was one forgteree people. This grew at around 2
percent a year to 2001, when there was one phoaddr two people. Fig 7.1.1 shows
this data in terms of phones per person. (For elampe phone for every two people

becomes 0.5 of a phone each.)
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Fig. 7.1.1: Phones (business and residential) peedd: UK: 1912-2001.
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Data on household adoption of phones is availabl® 1951, albeit ad hoc in the 1950s
but from the mid-1960s, annually from surveys. 851, just 10 percent of households
had phones; by the mid-1970s, half had phones.pfdygortion peaked in 1999 with 95

percent of households with phones (Details in Fi).3.)

Public phones were available from 1884 (Connectadhi 2009b). In 2009, BT still
operated some 63 thousand public payphones (BBd0Blowever, while at first public
payphones were seen as a way of making people amaaee of telephones, between the
Wars, they provided “an easier way to extend sesvio remote or rural areas” and “after
1945, the telephone box was sometimes the onlyofiayoviding services to the housing
estates and new towns that were springing up ar tve country” (Connected Earth,

2009). While undoubtedly important to many commiesit payphones are not discussed

further here.

Data on the number of calls is available only upht® privatisation of BT in 1984 (Root,

2000, p.444). This data covers business as wellesglential calls and no split is
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available. From 1992/3, data is available on thmloer of minutes called. But as there is

no overlap between the two series and there isnfarmation on the average call

duration, it is not possible to splice the two egri

Cars

The adoption of cars can be divided into three gsiabefore the First World War, the
interwar period, and post-1950 (O’Connell, 2007.18).

The first petrol driven road vehicle was producedSermany by Benz in 1878,
and by 1896, cars were being produced in Britaiyo& Aldcroft, 1971, p.334).
Cars were luxuries. (O’Connell, 2007 p.113). By 49ere were 8 thousand cars
in Britain (Mitchell, 1988) and by 1914 “1 persam @very 232 in Great Britain
owned a car” (Root, 2000, p.445). The first socis¢ of the car is reported to
have been by Mrs Benz in 1885 (Urry, 2007, p.113).

By 1922 “car ownership had become much more comiaoammongst middle-
and upper-class men” (Root, 2000, p.445). In 19@8n about 20 percent of
families had cars, “even the cheapest models wérdeyond the reach of most
households” (Scott, 2007, p.171) and were largelyfined to the middle class
(Root, 2000, p.445; O’Connell, 2007, p.207). In @®a&nd 1940s, car use was for
pleasure not commuting (Pooley et al, 2005, pp 123

Post-1950 marked the mass-market stage (O’'Cor2@I7, p.113) although cars
“remained a luxury until the 1960s, when mass pctida and the resulting lower
prices made buying, selling (and often maintairang upgrading) cars an option,
for the first time, for the majority of householddRkoot, 2000, pp.448-9). During
the 1950s and 1960s, cars were still used priméoityleisure. Only with the
arrival of the company car was it seen as acceptahlse it for travelling to work
(Pooley et al, 2005, pp.128-130). By 1998/2000eg&ent of cars were company
cars (DfT, 2006a, Table 9.17).

While this case study focuses on cars, other farimsotorised transport were important

before cars came to dominate. Buses were impobgiare and immediately after the
Second World War (O’Connell, 2007, p.113; DTp, 199495). At the start of the second
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half of the twentieth century, motorcycles were gap too: in 1950, there was one
motorcycle for every 3 cars but by 2000 this hdtefato one for every 28 cars (DfT,
20064, Table 9.1).

In 1904 there was just one car per 5,000 peoplemFr904 to 1938, the last full year

before Second World War, cars per capita grew @avame by about 14 percent a year.
By 1951, there was one car for every 25 peoples @ar head grew at about 4 percent a
year so that by 2001, there was one car for evErp@ople. Fig. 7.1.2 shows the inverse

of these numbers i.e. the number of cars per head.

Data on households with cars is available from 1@6&n just 14 percent had cars. By
the early 1970s, half of households had cars; 2DB1, three-quarters. (Details in Fig.
7.1.3.) Furthermore, since the early 1970s the gtagm of households with more than
one car has risen from 10 percent to about a quayt2001 (DfT, 2008, Table 9.14).

Part of this increase in the proportion of housdbakith cars can be explained by the
increase in women and older people driving.

e Cars were initially seen as being for men, and womwere discouraged from
driving (O’Connell, 2007, pp.117-119). Thus by 196® percent of men had
driving licences but only 10 percent of women. B399, 60 percent of women
had licences. This was not simply a generatiorceffeith younger women being
more likely to drive than older women. In 1965, fexample, 15 percent of
women aged 21 to 29 had driving licences: ten ykedes, 48 percent of the same
cohort, then in their 30s, had licences (DTp, 19/&hle 2.1; DfT, 2006a, Table
9.16). This is likely to have contributed to thewth of multi-car households.

* In 1965, only 9 percent of those aged 65 and oadrlitences (DTp, 1979). By
1999, 39 percent of those aged 70 and over hadckse(DfT, 2008, Table 9.16).
This does appear to be a generation effect: rakizar older people passing their
driving tests, people who already had licences vagreng and were more able to

afford to keep a car.
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Fig. 7.1.2: Cars per head: GB: 1904-2001.
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Sources: Mitchell (1988), DfT (2007b), ONS (2007b).
Fig. 7.1.3: Percentage of households with phoneschpars: GB: 1951-2001.
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Phones: 1951: 1.5 million households had phones\{itk, 1990, p.117) and there were nearly 15 ailli
households (see Table 7.3.4) 1958: Douglas & \ebed (1979, p.99)

1964-1993: CSO (1994, Table 9.3) 1994 on: ONS (20Table A50)

Cars DfT (2008, Table 9.14)
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Data on journeys has been collected since the 8604 (DTp, 1979; Pooley et al, 2005,
pp,36-7). “Visiting friends” accounted for 14.3 pent of trips by all transport modes in
Britain in 1965 and 17.6 percent in 1999/2001; warkd increasingly, shopping, are the
main reasons for trips (Pooley et al, 2005, p.BBhther words about 85 percent of travel
is not for social reasons: and most trips to wehqp and visit friends are by car (DfT,
2006).

Stylised facts

Although household phones appear to be used phnfarisocial reasons (for example,
Fischer, 1992, p.225), the same cannot be saicafs;, as just noted. There is continuous
data on phone calls only up to 1984 and data om@ys only from 1965. There is,
however, data on the adoption of both phones arsdfam 1951. Unlike the last Chapter
when there was little data on adoption, but a gdeal on use, in this case, there is data
on adoption but relatively little on use. The mdidel therefore focuses on adoption by

households.

As shown in Fig. 7.1.3, the spread of phones faldlae classic S-curve but that of cars
does not. Until 1977, cars were more popular tHaonps. There are therefore two key
facts to be explained: between 1951 and 2001:
» the percentage of households with phones incre&sed 10 percent to 94
percent;

» the percentage of households with cars increased 17l percent to 74 percent.

214



Chapter 7

7.2 Modelling Households

To reflect the fact that phones and cars are ressuavailable to households and that it is
household income that is important (Brynin et &02, p.4), in this model the agents
represent households rather than individuals. Asbbald is a set of people living at a
single address: the individuals comprising the kbotd may or may not be related. For
example, the 2001-0R2amily Spending SurveONS, 2003, p.141) defined a household
as

“one person or a group of people who have the anwmhation as their only or
main residence and (for a group) share living acoodation, that is a living
room or sitting room or share means together oe lmmmon housekeeping
members of a household are not necessarily refgtédbod or marriage”.

The creation and dissolution of households is carafd — see, for example Coleman &
Salt (1992, p.219) and Haskey (2001) on cohabitatt@r example, death may not mean
the household ‘dies’ if the widow continues to liadone. Thus mortality rates of

households are not the same as mortality ratesablp. Households only ‘die’ when all

their members die or disperse to other househaldsstitutions. However, the purpose

of this model is not to understand the househotthébion process, and therefore the
demographic subprogram is a reduced form, usingriménum number of assumptions

to reproduce key features of the demographic cletigggt have occurred since 1951,
shown in Table 7.2.1.

Table 7.2.1: Key characteristics of households: 1952001.

Age (1) 1 person
Under 40 40-59 60+ All households
1951 % 26 44 30 100 11
% married 92 81 49 74
Mil (GB) 14.5
2001 % 30 37 33 100 30
% married (2) 55 67 46 56
Mil (GB) 24

(1) In 2001, age of household reference personnaapt based on responsibility for accommodation,
income and age, that has replaced ‘head of houdeltuth tended to be defined as the oldest make (S
ONS, 2009d, pp.186-7.)

(2) Including cohabiting.

Sources: GRO (1952); ONS (2009d).
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Table 7.2.1 shows that the number of householdsased from 14Y% million in 1951 to

24 million in 2001. However, for the same reasomsliacussed in Chapter 6 the number

of agents will be kept constant. Keeping the totainber of households constant means

that, in effect, the agents resemble a longitudisaiple. This means that when

households combine, they do not combine withindample as this would reduce the

total: instead a partner is assumed to come frotsidai Conversely, when a household

splits due to divorce, one partner in effect leabesmodel to prevent the number rising.

The main change to be modelled is the trebling h&f proportion of single person

households. This growth has mostly occurred sihe€l®60s and is due to young people

leaving home and the increase in the number ofrlglgeople (Coleman, 2000, p.78).

This has resulted in a more even age distributibrhauseholds and a fall in the

proportion of households comprising married or ditirag couples, which has largely

occurred since the 1980s. Thus the target of tmeodeaphic part of the model is to

reproduce:

the proportion of one-person households rising fidirpercent to 30 percent by
2001, half of which are pensioner households and

the proportion of households aged 40 to 59 declinesh 44 percent to 37
percent, while the percentages aged under 40 aptu§dncrease.

There are two types of households in the model-pmreon and multi-person. And

householders are either single or a couple. A sipgrson can live in a multi-person

household e.g. a lone parent with dependent clnldre

Age. The earliest detailed age distribution of lewdd heads dates from 1971
and shows that 5 percent of heads of households weter 25 and 1 percent 85
or over (DE, 1972). According to the 2001 Censudy & percent of household
reference persons (HRPs) — a concept based omsahity for accommodation,
income and age, that has replaced ‘head of housefsele ONS, 2009d, pp.186-
7) — were aged under 25 and only 3 percent were &veThe low proportion of
very elderly is due to the fact that they are kkéb live with others or in

institutions: for instance, in 1981 one in five wdiving in institutions (Office for
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Population, Census and Surveys (OPCS), 1984). Thdelmassumes that no
heads of households are aged under 25 or initi@by,or over, although this
maximum rises to 85 to reflect increasing longevity

* Mortality. In the second half of the twentieth agnyt death rates for young adults
were very low (Fitzpatrick & Chandola, 2000, p.88)it is assumed that there are
no deaths among those aged under 40. For thosed@gadd over, the rates fell
for both men and women. (Details in Box 7.2.1.)

* Household size. In 1951, 8 percent of heads of dtoalds headed by someone
under 40 were not married couples (Table 7.2.1). 291 67 percent of
households headed by someone under 25 were hegdedibgle person (ONS,
2009d). Thus a rising proportion are assumed tsifgle, reaching two-thirds by
the end of the period. Each year a certain pergenté single householders aged
under 40 are assumed to marry or cohabit. Two pdmsaseholds are assumed to
persist until the couple separates or one parties: 8ecause the total number of
households is fixed, when a single person marmesaouple splits, the household
status is changed but there is no change in thdeuof households.

» Divorce and separation. The model does not distshgbetween married and
cohabiting couples and the same rates of ‘splittang applied. Divorce was rare
at the start of the period but rose sharply afterdhange in the law in 1971 (ONS
2007c, p.13). Divorce was most common in the udd@sr and rare among those
60 and over (ONS, 2008b). On divorce, the maritatus of the head of
household is set to single and some become onefplmuseholds while others
remain multi-person households (to reflect that fhat there are children in the

household).

Detailed assumptions are in Box 7.2.1 with the geetode in Box 7.2.2.
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Box 7.2.1: Demographic assumptions.

Age and household type: initial assumptions

Household type Age of head
25t039 | 40t059 | 60and over | Total
One-person households 1% | 3% | 7% | 11%
Multi-person households
Married couple 24% 36% 15% 75%
Other 1% 5% 8% 14%
Total 26% 45% 30% 100%

‘Births’ and ‘Deaths’

As the number of households is fixed,

the number of ‘births’ equals the 100

number of ‘deaths’. Births are aged »

25. £ 801

2 60 -

The proportion of ‘births’ that are ,2 40

single householders rises over time o

as shown on the right. E 20 -

Half the new single householders are OH © 4 © 49 © a4 © a © u
one-person households, half multi- B e 8 855 3 3 3 3 8
person' — — — — — — — — — — N
Mortality is assumed to be:

Age
Under 40 40 to 59 60 - 70 Over 70

To 1961 0% 0.5% 1.0% 20%
1961 - 1971 0% 0.5% 1.0% 10%
From 1971 0% 0.5% 0.9% 8%

No household is 85 or over.

Marriage, divorce and widowhood
10% of one person households aged under 40 become multi-person households each year; 2.5%

of those aged 40 to 59.

Couples under 60 divorce at the rates

shown on the right. On divorce, two- 30

thirds of the households revert to one-

person households; one-third remain S 251

multi-person households. Both types € 201 Under 40

E)eencqgrrr:; single” and are eligible to é 15 | 40 10 59

o 10 -

3% of households comprising couples a

aged 60 and over become widow(er)s 5

each year: half that rate is applied to 0 —————

households aged 40 to 59. 4 © 4 © o4 © 4 © o4 © o
o Te) © © N~ N~ (e} [cle} (e2} (e2} o
23232323323 32K
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Box 7.2.2: Demographic pseudo-code.

Initialisation

Create 1,000 multi-person households and distribute them randomly across a space to give a
density of almost 1%.

Allocate ages
Divide population into 3 broad age groups and then divide each age group into narrow
bands of roughly equal size. Allocate age up to 75 randomly within groups.
Allocate marital status, then divide singles between one person households and multi-person
households.

Execution

Existing households changed.
Households age.
Mortality rates applied.
Widow rates applied to those 40 and over and widowed households become one person
households.
Some single households under 60 combine into multi-person households.
Divorce rates applied to under 60s: divorcing households split between one-person and
multi-person households.

New households created
Population counted and new households created to bring the total back to 1,000.
New households are distributed randomly and aged 25.
A proportion of new households become single and some of these singles become one
person households.
Various summary measures collected.
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This model broadly reproduces the key demograptanges targeted.
* The proportion of one-person households rises fidmpercent in 1951 to 28
percent in 2001 (target, 30 percent), half of whan®a aged 60 and over (target,
half pensioner households) as shown in the lefepainFig 7.2.1.
e The proportion of households aged 40 to 59 declines 44 percent to 39
percent in 2001 (target, 37 percent) as shownarmitht panel of Fig 7.2.1.
Only 6 percent of the original households survitethe end of the 50 years.

Fig. 7.2.1: Model demographic results.

One-person households Aged 40-59
35
30 l >0
All 45
25 40 A
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Model = lines, actuals = squares
Sources: GRO (1952); ONS (2009d); DE (1972 & 19830 (1992).
Actual age data: definitions vary:
1971: based on age of Chief Economic Supporter;
1981: data based on 45-59/64 Coleman (2000, p.77).

220



Chapter 7

7.3 Modelling Class and Income

Class and income and were important determinanteeofidoption of both phones and
cars. This Section presents the evidence and teserides how they are incorporated in

the model.
Modelling Class

Fischer (1992, p.148) noted that in the early ye&gshone adoption in the US, two key
factors were: “economic position, as indicated éfygby head’s occupation and the
presence of servants; and household structure’Britain, the nobility were early
adopters of the phone: for example, Queen Victoria878 (Casson, 1910/2007, p.86).
Just before the Second World War broke out, onky tlthest householddylass
Observations ‘Class A’ — typically factory and shop owners amgper-grade civil
servants — had phones, along with a medium-pricad tClass B’ — younger
professionals, “middle-aged and older bank andramste officials and key workers in
certain trades” — had a cheap or secondhand canamhone; and below that, neither
phones nor cars were to be found (Harrison & Mad§89/1986, pp.222-223).

Table 7.3.1: Phone adoption by class:
1958 and 1973.

£
Although by 1958 nearly 17 percent, O Ciass 1958 1973
households had phones, phone adoptid#Pper: A B 67.8% 88%
Middle: C1 25.3% 67%
was limited to the “upper class” ABs angdLower
_ _ c2 } 44%
“middle class” C1s; two-thirds of the ABs D, E }5.0% 20%
All 16.5% 45%
had phones but phones were rare among

the “lower class” C2s, Ds and Es. (Detaifgource: Douglas and Isherwood (1979, p.100)

in Table 7.3.1.)

In 1953/4, the budget share of expenditure on comications — “postage, telephone and
telegraph” — did not vary much by income, but d gary by class: for middle and upper
class households, it was about 1 percent; for mamusseholds, %2 percent irrespective
of income (Table7.3.2). This difference might h&deen due to the adoption of phones by

the middle and upper classes.
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Table 7.3.2: Percent of budget spent on communicatis by income and occupation: UK:
1953/4.

Status of Gross weekly household income Average

head of Under £8  £8-9 £10-13  £14-19 £20+ All budget % house-
household £ pw holds
Upper Q) * * 0.8 0.8 0.9 0.9 19 8
Middle (2) 0.9 0.8 0.8 0.8 11 0.9 14 10
Manual  (3) 0.5 0.4 0.4 0.4 0.4 0.4 12 54
Own account 0.6 0.8 0.8 0.9 0.8 0.8 14 6
Retired etc 0.9 0.9 0.9 0.9 1.0 0.9 8 20
All 0.7 0.5 0.6 0.6 0.7 na 12 100

1. Employer/managerial
2. Professional, teaching, clerical

3. Incl. shop assistants
* Less than 100 in cell

Source: Ministry of Labour (1957, Tables 8, 25-29)
To convert to 2008 prices, multiply by 20 (ONS, 208eries CDKO)

Douglas & Isherwood (1979, pp.192-4) and Bowdenfg€ef)(1994) argued that the fixed
line phone was adopted as a time-saving device:Dangylas & Isherwood went on to
suggest that its adoption by the ‘lower’ classes slaw because “the poor have always
had time on their hands with less things to do withan the rich”. Not only did the class
difference persist into the 1970s (Table 7.3.1) éutn by the end of the twentieth
century the upper classes still used phones mare tthe lower classes (Table 7.3.3). It
also showed that some 10 percent of householdshalichave phones. Dyer (1997)
suggested that these “unphoned” households teralé@dve lower incomes and be in

inner city locations.

Table 7.3.3: Oftel's 1995 analysis of residentiaustomers’ groups.
Estimated Telecoms Age Social Other
no. (mil) spend per classes
quarter
Incomes over £7,500 pa
“High spenders” 4 Over £70 30-50 Ato C2 Full time
employment
“Medium 82 to 9% £351t0 £70 20 - 40 C2and C1 | In employment
Spenders”
“Low spenders 2Y5to 3% £35 or less C2and C1 | % in employment
by choice” !/ retired
Incomes less than £7,500 pa
“Just affordable” 2% t0 3% £35t0 £70 14 over 60 C2toE 2[5 in one-adult
households
“Hard up Ilow 1% to 2% £35 or less % over 60 D and E % in  one-adult
users” households
“Unphoned”: half have income under £6,000 pa
2t0 2% Y 20-40 Dand E
Y4 over 60

Source: Oftel (1995).
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The Department of Transport (1988, p.26) suggestat car ownership depended on
income, the number of adults in the household,aseconomic group, housing tenure
and whether urban or rural. On average in 1953ttebeff households spent a higher
proportion of their budgets on cars. However, poongéiddle and upper classes
households seem to have afforded cars too (TaBld)7But these figures are averaged
over those who did not own cars. For those whordidcars, the proportion of budgets
absorbed by cars was much higher. For example %4 EOmiddle class reader ®he

Manchester GuardiarfManchester Guardian, 1954) with an income of £84Agar, or

£17 a week reported: “I do indulge in the riotousury of running a car” “but going to
work by car every day saves about ninety minutdsavelling time” and “is a great boon

for outings and holidays”: the car cost £120 a yrak4 percent of gross income.

Table 7.3.4: Budget shares of cars by occupationstiatus of head of household: UK: 1953/4.

Status of Gross weekly household income Average

head of Under £8  £8-9 £10-13  £14-19 £20+ All budget % house-
household £ pw holds
Upper (1) * * 5.1 5.1 5.6 5.3 19 8
Middle (2) 5.0 4.8 4.9 4.6 3.9 45 14 10
Manual  (3) 3.6 3.7 4.1 4.7 4.8 4.3 12 54
Own account 2.3 17 5.0 4.7 8.2 53 14 6
Retired etc 0.8 1.5 2.2 4.1 3.1 2.0 8 20
All 1.1 1.8 2.8 3.3 5.0 na 12 100

1. Employer/managerial 3. Incl. shop assistants

2. Professional, teaching, clerical * Less than 100 in cell
Source: Source: Ministry of Labour (1957, Table2®.29)

This class difference persisted. In 1965, profesds were eight times more likely to
have had driving licences than the unskilled andcaapied. While in 1965, some 80
percent of the professionals had licences, by thet-1970s, the clerical and higher

manual workers were catching up (Fig. 7.3.1).
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Fig. 7.3.1: Driving licences by class: 1965 & 19/
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Source: DTp (1979, Table 2.2)

Between 1951 and 2001, the proportion of ABs anda€ increased at the expense of
DEs (Table 7.3.5). However, for simplicity it issasned that throughout the period a
quarter are ABs, representing the professionalselgsa quarter DEs representing the

semi-skilled and unskilled and a half are Cs, thndsetween.

Table 7.3.5: Social classes: 1951 and 2001.

1951 2001
AB
1951: Classes | and Il (which included senior civil servants, doctors,
bankers, teachers and economists). 20% 26%
2001: Higher & intermediate managerial/administrative, professional.
C
1951: Class Il which included foreman, typists, shop assistants.
2001: Supervisory, clerical, junior managerial/administrative, professional 50% 54%
& skilled manual.
DE
1951: Classes IV and V which included agricultural workers, labourers,
charwomen and drivers of horse-drawn vehicles. 30% 20%
2001: Semi-skilled & unskilled manual.

Sources: GRO (1952) & ONS (2009d).
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Modelling Income

The overall distribution of income can be describgdhe Gini coefficient (as explained
in Chapter 2). During the second half of the twathticentury, the Gini coefficient has
fluctuated around a third (see Chapter 2). The igirtherefore to produce an income
distribution consistent with a Gini coefficient ara this level. The details of the

modelling of the Gini coefficient are given in B@x3.1.

Box 7.3.1: Calculating the Gini coefficient.

The subprogram to calculate the Gini coefficient is taken from Wilensky’'s Wealth Distribution
Model (2009) and can be described in pseudo-code as:
Sort the households by income.
Accumulate for each household in turn from the poorest to the richest, the rank of the
household minus the proportion of the sum of the incomes of all households up to and
including this household as a proportion of the total income of all households.
Divide the result by twice the number of households to give the Gini index.

The code was verified by running an example, printing the resulting incomes for 1,000
households and applying Deaton’s formula (Deaton, 1997, p139) to calculate the Gini coefficient:

N+l 2 ipx
N-1 N(N-DuiF

where N is the number of observations, y the mean, p; the rank of the ith observation, with the
richest equal to 1 and, x; the income.

In the example, the NetLogo program produced a Gini coefficient of 0.3128, and the calculation
yielded 0.3131. Rounded to three decimal places, the results were the same.

The households in the model are divided into mbjuead{clusive economic activity status
categories based on the economic position of thd béthe household:
» the economically active, who are either workingesmporarily unemployed;
» the economically inactive under age 65 — the ‘unpad’ — who are long-term
unemployed, sick or disabled, lone parents or gatlyed,;
» all those over 65 are deemed to be retired.

First, earners are discussed, followed by the ut@yed, the unoccupied and the retired.

In this model income is based on social class. &hiks generally true that the higher the
class, the greater the income, there is considerabiation in incomes within classes as
shown in Fig. 7.3.2. For example in 2001, nearlyo@ of 10 of those in the

“professional” class were in the top income quenblt a few were in the bottom quintile.
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Fig. 7.3.2: Income and social class: 1964 and 2000-

Example.

In 1964, 23% of all households had an income of £30 or more per week. However, just over half
of the professional households were in this top income band. (Analysis by quintile is not available)
In 2000-1, just over half of professional households were in the highest quintile of the distribution
of disposable income.

1964
7
©
o
©
€
[}
o
[}
o
Under £10 | £10-£15 | £15-£20 £20-30 £30 +
16% 13% 19% 29% 23%
Weekly income
B Retired/unocccup B Manual O Non-manual B Prof etc
2000-1
[%)]
2]
©
o
©
c
(D]
o
)
o
Lowest Lower Middle Upper Highest
Disposable income quintile
@ Retired O Unoccupied EManual £ Non-manual [ Prof etc

Sources: Ministry of Labour (1965), ONS (2002) (@&t available for intervening years and shows a
similar pattern: but not available for 2001-2. (QX803a).)
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Details of the basic modelling of income are shanBox 7.3.2.

Box 7.3.2 Allocating income by class.

The income figure is an index number. To generate a Gini coefficient of about a third, with an
overall average income of 1, a distribution of income is generated for each class using a normal
distribution with the following means and variances, based on the data below:

¢ Class AB: mean 1.6, variance 0.6

¢ Class C: mean 1, variance 0.4

* Class DE: mean 0.8; variance 0.35

Ratio of household income (or expenditure) to average by occupational group: 1971 to 2001

Occupation 1971 1981 1991 2001

Professional & managerial 1.44
Professional 1.53 1.72 1.76
Adminstrative/managerial 1.51
Employers/managers 1.71 1.68

Intermediate non-manual 1.29 1.29

Junior non-manual 1.04 0.99

Clerical 1.07 1.07

Manual 1.03 0.99 0.95
Skilled 1.09 111 1.09
Semi-skilled 0.95 0.85 0.85
Unskilled 0.81 0.74 0.67

Sources: DE (1972 & 1982), CSO (1992), ONS (2002)

Second earners

Fischer (1992, p.117) suggested that phones were hkely in households were there
was more than one earner, especially if the additiearners were women. In 1951 only
about a fifth of married women were economicallyive; by 1991, over a half were

(Gallie, 2000, p.292). By 2001, given the extentiofmarried cohabitation, it is no longer
meaningful to look at the economic activity ratenzdrried women; but 60 percent of all
women were then economically active, rising to @kcpnt of those aged 25 to 54 (ONS,
2009d). (Details in Box 7.3.3)
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Box 7.3.3: Modelling economic activity of second eers.

Initially 25% of ‘wives’ under 60 work

and 10% of those over 60 are Under 35 35 and over

assumed to have worked in the past. Economic | Annual | Economic | Annual

activity growth activity growth

Each year the activity rates are rate rate

increased as indicated in the table on | | 1951 25% 25% 2.5%

the right and thus more wives under | | 1961 33% 2.5% 33% 5%

60 go out to work. 1971 40% 50% 2.5%
1981 50% 1.5% 66% 0.5%

Once wives work, they are assumed | | 1991 60% 2.0% 70%

to continue. 2001 75% 75%

On retirement, the second earner’s

contribution continues, reflecting a

pension.

The model also has to assume how much these ‘wprkines’, to use the terminology
current for most of the period under discussiomtigouted to household income. As the
proportion of married women working increased, $b tthe proportion working part-

time: in 1961, 40 percent of economically activermeal women were working part-time

and by 1971 this had risen to 50 percent (Han@iv,8h).

Fig. 7.3.3: Working wives’
contribution to family income: 1974

25
Because of the prevalence of part-time wor 20 -
c
together with the lower average pay of womer 3 157
o 10 -
in 1974, on average working wives contributer 5 |
25 percent to the family income and few wome 0
- s & 8 8§ B &
accounted for more than half, as shown in Fi T N N 4 4 o
= — N ™ <
7.3.3 (ibid). This implies that the incomes o g
—

household income by one-third on average. (percent)

Source: Hamill (1978a)

More recent work, such as Arber & Ginn (1995), faasised on the difference between
husbands’ and wives’ earnings rather than the wif@ntribution to total household
income, which takes into account income from sarogher than the husband’s

employment. So for those households where thesiesecond earner, their contribution is
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allocated randomly but uniformly between 1 and ®0cpnt, to give an average of 25

percent.

Furthermore, there might be adult children livindhame. For example, in 1951, half the
non-retired households containing more than onsgoemcluded more than one earner
(GRO, 1952, Table V.5). It is not clear how muclelsearners contributed and a more
complicated model of household structure would beded to accommodate this effect.
However, it is taken into account indirectly in tls®@me lower class households do have
high incomes (as shown in Fig. 7.3.2), and in liéalthis would probably be associated

with the presence of additional earners.

Unemployed, unoccupied and retired

Fig. 7.3.4: Unemployment rates: 1951-2001.
Time series on unemployment are

12
plagued by changes in definitions

[EY
o
I

and benefit eligibility (Galllie,
2000, pp.311-6). However, in broad

terms, unemployment was

Unemplyment rate (%)
(o]

“unprecedentedly low” (Gallie,
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1951

1956
1961
1966
1971
1976
1981
1986
1991 A
1996
2001 -

higher levels shown in Fig. 7.3.4.
Sources: Feinstein (1972), Gallie (2000) & ONS @80
series YBTI).

However, the rates shown in Fig. 7.3.4 are fomaltkers but youth unemployment tends
to be significantly higher than for older workeRates for prime age workers tend to be
about four-fifths of these rates and as the malebnfined to those over 24, these lower
rates are used. Furthermore, unemployment varieddsg. Based on data from 1991 to
1997, Gallie (2000, p.317) concluded that “profesals were the least likely of all to be
unemployed” and “by far the most vulnerable were thaft, operative and non-skilled
workers”. These “non-skilled” were three times mbkely to experience unemployment

than “managers” while professionals were about &alfikely. This effect, too, is taken
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into account. Box 7.3.4 shows the detailed assumptmade in the model. The high
unemployment rates assumed for the DEs in latersyeseans that some of these
households move in and out of poverty frequentlyisTs consistent with findings from
analysis of the British Household Panel Survey Wwtiaund that “almost one fifth” were

“poor at least twice in the six year period studigkénkins, 2000).

Box 7.3.4: Modelling unemployment.

Each year, 95% of 1951-70|1971-80 1981-2001
those who were Average unemployment rate (Fig. 7.3.9) 1.7 5.0 9.0
unemployed last year | |Target base rate (0.8 x average) 1.3 4.0 7.2
return to work and Assumed rate for
the remaining 5 % - ABs (0.6 x base rate) 0.6 1.7 3.1
_lla_ﬁcome uno_c?[up|ed_ - Cs (base rate) 1.0 2.9 5.2

€ appropriate - DEs (3 x base rate) 2.9 8.7 15.5
unemployment rates
are then applied .
again. Rates used in model 0.95 2.90 5.15

Walling (2004) reported that 16 percent of “workiage households” in 2004 “had no
adult member in work”. Following Walling (2004), ehmodel identifies three basic
groups of unoccupied:

* The early retired. The economic activity rateshafse approaching retirement has
fallen throughout the period (Johnson & Zaidi, 200 1951, 91 percent of men
aged 55 to 64 were in employment. (GRO, 1952, Tdl8¢ By 1979, just over
80 percent of men aged 50 to 64 were employed [besgployed and by 2001,
about 70 percent (ONS, 2005). The model assumésirtitially 5 percent of
households aged 50 to 64 are early retired andifi@s by %2 percent each year, to
reach 30 percent by the end of the period.

¢ One parent families. The number of one parent famils determined by the
demographic part of the model. The proportion of garent families in work
seems to have stayed the same: in 1978 half ofrtastbers worked compared to
only a third of married mothers (Hamill, 1978b); 2008, half worked (ONS,
2008c). So the model assumes that half are ecoatiynactive throughout the
period.

» Disabled and long-term unemployed. In practices¢h@vo groups are difficult to

distinguish: people who are unable to work duedalth problems may be classed
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as unemployed or sick depending on the prevailiegebt entitlement rules
(Webb, 2000, p.569). The model assumes that 1 peotdouseholds are long-
term sick and that each period, 5 percent of themptoyed become long-term
unemployed and in effect leave the labour force.
In the model, once households become unoccupieg,ate assumed to remain so until
they reach retirement. While that is probably adgassumption for the early retired, it is

less valid for others.

Unemployed, unoccupied and retired households @mage have lower income than
those in work. For a single person, the basic gtatesion and other benefits have tended
to be around a quarter or less than average ear(ifensions Commission, 2005, p.45;
Webb, 2000, pp.574-5). However, due to the skewedme distribution, the earnings of
the majority are below average. Thus the ‘replacegnratio’ — the extent to which
benefits replace income — is higher. Furthermooeiskholds may have other types of
income, such a child benefit or occupational persi®&lundell & Tanner (1999) reported
that replacement ratios could be as high as thueeteys for poorer people retiring
around 1990, falling to a half for the better @&tcording to the Department of Work and
Pensions (2008), in 2006 the ratio of median persorcome from pensions of those

aged 65 to 74 to median personal income from egsrofthose aged 50 to 59 was 0.44.

Table 7.3.6: Income or expenditure of older
households compared to average: 1971-2001.

Data from 1971 to 2001, shown in Table 7.3 /&l households 1.00
. . . _[1971
shows various ratios of income or expendltLJr(g%+ 0.59
; Single person h'holds 0.36
for old and retir le to the average for gll gep
or old and retired people to the average for a Two person holds 0.64
households. On the basis of this evidence, {1881
65+ 0.57
assumed that incomes halve when househqlglsgie person households
; ; Men 65+ 0.42
become unemployed, unoccupied or retire. (An Women 60+ 0.36
alternative assumption of a drop to one-thiftbP91
o o ) Retired 0.55
produced a Gini coefficient that was highé¥poo-1
Retired 0.56
than the targeted rate.) 65.74 0.67
75+ 0.51

Sources: DE (1972 & 1982); CSO (1992); ONS
(2002) 1971: expenditure; others on income.
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Income growth

From 1951 to 2001, real GDP per head grew by 2goéra year on average as shown in
Fig. 7.3.5. This means that real income in 2001 &v@gimes that in 1951. Of course, the
increased economic activity of wives will have adnited to this but for simplicity, this

is ignored in the model and it is assumed thatrmeprise at 2 percent a year.
Fig. 7.3.5: Real GDP per head: UK: 1951-2001.
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A minimum income level is set below which no housdhk are allowed to fall: this is one
quarter of average income in 1951, rising with @roic growth. This level is consistent
with benefit levels: for example, in 1971, the deppentary benefit allowance, widely
but not officially regarded as the poverty liner;, osingle person represented 20 percent

of average earnings, although it has since faléalb, 2000, pp.574-5).
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Box 7.3.5 gives an example of how, in the modeydedold income might change over
time and demonstrates the dramatic effect of ecamgrowth of 2 percent a year over 50
years. It is simplistic in that it does not alloar the change in relative earnings as people
age (see for example, Johnson & Zaidi, 2007). @tber ways of modelling household

income over time, see Evans & Eyre, 2004, Box 1.1.)

Box 7.3.5: Example of changing income.

The income figure is an index number, with 1 taken as the average in 1951. The example taken is
a household comprising a married couple with the husband aged 25 in class C on average
income i.e. an income of 1 in 1951.

Event Income | Calculation
1971: wife starts work and her | 1.98 Given the cumulative growth rate of 2 percent a
contribution is 25 percent. year, the household’'s income will have

increased to 1 x 1.02° =1.49
The wife working raises the household’s income

to 1.49/(1—0.25) =1.98

1991: husband reaches 65 1.47 Income has grown at 2 percent a year to reach
1.98 x 1.02*°°=2.94

Retirement halves the income to 1.47

1996: husband dies 1.22 The income will have risen to

1.47 x 1.02°=1.63

The income is reduced by the wife’s contribution
rather than the husband’'s as the widow will
receive a pension. The income will then be:

1.63 * (1 —0.25) = 1.22

2001: widow dies 1.35 The household income will be
1.22 x 1.02°=1.35.

3.0
g
5 2.5 4 _
o Wife starts
E 2.0 1 work Husband
S 1.5 - retires
o
< m
g 1.0 Husband
3 0.5 - dies
I
0-0 T T T T T T T T T T
— — — - - -
Lo B © 3 ~ 2 © & o 3 o
o o o o)} o o o o o o)} S
— — — — — — — — — — N
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Results

This model produces distributions of income thatlaoadly in line with those observed.
The initial income distribution has a mean of ond a Gini coefficient of about a third.
Further initial figures are shown in Table 7.317e incomes of the top quintile are more
than 1% times the average while those of the botjomtile, below half average and

broadly replicate the class distribution shownim .3.2.

Table 7.3.7: Model results: initial income distribttion.

Initial values Mean sd
Bottom decile 0.4 0.01
Bottom quintile 0.5 0.02
Median income 0.9 0.02
Mean income 1.0 0.02
Top quintile 1.5 0.04
Top decile 1.9 0.05
Average over 50 years Target

Percent in bottom quintile

AB Almost none 2 0.5
C About 5% 5 1.8
DE More than Cs 10 25
Unoccupied About half 32 5.6
Retired About half 49 2.0
Percent in top quintile

AB At least half 62 0.9
C About 20% 17 2.0
DE Less than Cs 7 1.2
Percent AB% in top 2 quintiles At least 75% 82 1.0

Fig. 7.3.6 shows how the proportion of economicattive households in the model
declines over the period. On this basis, by 20@ines 15 percent of households are
unoccupied, broadly consistent with Walling’'s (2D0Odstimate that 16 percent of
“working age households” in 2004 “had no adult memin work”. The Gini coefficient

(Fig. 7.3.7) fluctuates around a third but doestratk the fall under the 1970s Labour
Government and rise under the 1980s Conservativei@ment as these details were not

programmed.
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Fig. 7.3.6: Model results: economic activity of haseholds.
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7.4 Modelling Adoption

Having established the size, class and income @fhttuseholds, the next stage is to
generate the model of adoption as set out in Ch&pt&his Section therefore looks at

availability, affordability, skills and personaltmerks.
Availability

There were waiting lists for phones in Britain uptithe privatisation of BT in 1984,
due to “the unavailability of telephone exchangeipaent” (Hansard, 1973). In 1951,
nearly half a million were waiting for a phone cechon. By 1975, the Government was
claiming that at 76 thousand, the waiting list veaigts lowest for ten years (Hansard,
1975). Waiting lists were still an issue in thelyd®80s (Hansard, 1983):

“The waiting list for the provision of business aresidential telephone service
has been reduced from 122,400 as at 31 March 19§ivadent to 7.9 per cent.
of the annual demand for exchange connection servio 20,100 as at 31 March
1982—1.4 per cent.—and to 5,100 as at 31 Janu@3-19.4 per cent.”

By May 1984, the waiting list was finally reducedjust 337 (Hansard, 1984) and in the
1990s there seem to have been no complaints imfart of waiting lists for phones.

The figures cover both business and residentiah@h@nd are summarised in Fig. 7.4.1.
This means that any model should overestimate phadogtion in the 1950s, especially

the early 1950s, because some of those who wahtatep were unable to obtain them.

Fig. 7.4.1: Waiting lists for phones: business angesidential: 1951-1984.
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Sources: Hansard (1965, 1968, 1972, 1975, 197& &9984), Mitchell 1988
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In 1951, there were already nearly 300 thousarmhietres of roads: by 2001, this had
increased to 400 thousand kilometres, an increégaso half a percent a year (DfT,
2007b, Table 7.6). Most of this increase was actaslifor by unclassified roads on new
housing estates. The important change was thedimttmn of motorways from the late
1950s. By 2001, there were 3% thousand kilometfemiaiorways, most having been
built between 1961 and 1991 (ibid). Motorways remtlche time needed for long-
distance journeys. In the 1950s “roads were podrsdifl served local needs rather than
those of national travel (Marwick, 1990, p.33)etall how a journey in the 1950s from
Oxford to South Wales via Gloucester took a fuly;,darecently did the same journey,
using the Severn Crossing, and it took just a nmgrnBy 1995, even though motorways
accounted for less than 1 percent of road lenpty tarried 15 percent of car (and taxi)
traffic (measured by kilometres travelled) (DTp,969 Table 4.9; DfT, 2007b). The

important change over the fifty years was thereforéncrease in the quality of roads.
Affordability

There is no simple ‘price’ of a phone or a car. €hst of a phone is a combination of the
standing charge and the cost of calls, while foaathere are capital and running costs,
as illustrated in Table 7.4.1 for the mid-1990se Tvious point is that cars cost much

more than phones.

Table 7.4.1: Costs of phones and cars, mid-1990s.

Phones Cars
£ % £ %
Fixed costs Per quarter Per year
Connection & Road tax 150 7
takeover charges 0.97 2 Insurance 264 13
Line rental 21.09 | 44 Depreciation 1,024 50
Total fixed 22.87 Total fixed 1,438
Variable Per quarter
costs Petrol 0.0760 18
Local calls 14.14 | 30 Other 0.0499 12
National calls 9.07 | 19
International calls 2.16 5 Total variable for
Total variable 25.37 5,000 miles 630
Total Per quarter 47.43 | 100
Per year 190 For 5,000 miles 2,068 100

Source: Phones. median quarterly residential 1894/95: Oftel (2001a)
Cars: up to 1100 cc doing 5,000 miles a year A0
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Despite this complexity, the prices of phones aa diave been included in the retail
price index (RPI) since the 1950s (O’'Donoghue £2@06). Initially phone prices were
combined with postal charges so a phone price indeavailable only from 1974.
Between 1951 and 2001, the RPI rose almost twety{ONS, 2009b, series CDKO).
However, as Fig 7.4.2 shows, the prices of phondscars followed very different paths.
Oftel (1997) reported that between 1984 and 198@Rpagh rental charges increased
slightly in real terms, call charges fell by upftwr-fifths in real terms. Thus price of
phones relative to the RPI fell from 1993. The tre&price of motoring also fell sharply,

but only in the first half of the period. Fallinglative prices encourage demand.
Fig. 7.4.2: Relative prices of phones and motoring:956-2001.
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Sources: To 1987: O’'Donohgue et al (2006). Froni71@8NS (2009b, series CHAW, DOCH & CHBK)

So in real terms, both phones and cars were muchk aftordable in 2001 than in 1951.
For cars, Root (2000, p.449) summed it up well:

“The fall in the cost of cars relative to incomeshaeen a fundamental driving
force behind the growth in car ownership. Cars velieaper to run and more fuel
efficient in 1996 than 30 years earlier. Car pridespped 25 percent since 1964.
The cost of fuel was about the same...but at theoétite century cars were more
fuel efficient and cheaper to run, and average e had grown by about 2
percent a year in real terms. This meant that ttepgstion of an average

household’s gross income required to own and opesiatar fell by about 40

percent between 1964 and 1996.”

Table 7.4.2 illustrates this point, although it so®t include all the costs associated with
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motoring.
Table 7.4.2: Cost of motoring: tax and petrol: eary 1950s and 2001.

Early 1950s 2001
Annual Road Fund tax (1950) £10 £105 (small car)
Litre of petrol (1950) 3.3p 75p
Average weekly household expenditure £12 £390
Annual Road Fund tax as % average
weekly expenditure 80% 37%
50 litres of petrol as % average weekly
expenditure 138% 10%

SourcesMinistry of Labour (1957)AA (2008); ONS (2002)

Yet, despite the relative expense of cars, asdreated, in 1951 more households had
cars than phones: 14 percent of households hadatales only 10 percent had phones.
Even by 1964, households at all income levels wasee likely to have cars than phones.
The adoption of phones crept up the income scadugily over the 30 years between
1964 and 1994. However, the adoption of cars junijgdieen 1964 and 1974 with little

growth in adoption at any income level after tl{Betails in Fig. 7.4.3.)

Again, affordability is taken as an absolute rattiian a relative measure, because as the
economy grew, the poor could afford things thatengneviously the preserve of the rich.
In the model households whose income exceeds tbedability threshold can adopt.
Taking the different scale and composition of tlsts of phones and cars and the
different patterns of diffusion, different threstislare needed for cars and phones. For
cars affordability is driven by the growth in raatome and the fall in relative price.
When income exceeds the threshold, a car is bolfghtome subsequently falls below
two-thirds of the prevailing threshold due to retirent or becoming unoccupied, the car
is sold. If income were the main constraint, thenrmore households would be expected
to have had phones than cars. The income threshedds therefore established by

experimentation as described in the next Section.
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Fig. 7.4.3: Phone and car adoption by income: 1964 2000-1
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Skills

A licence is required to drive a car. People obtaiences because they want to drive.
Passing the driving test is a specific skill, imttast to becoming literate which is a
general skill. Thus whereas in Chapter 6 litera@g wnodelled separately, in this model

the holding of driving licences is not modellededitly.

Table 7.4.3: Driving licences by age:
1975/6 to 1998/2000.

Percent
; I Age
There will always be people who cannot ho|d 60-69 =0 or over
licences for legal or, more importantly, medicg®’>/1976 35 15
cences for legal or, more importantly, medic 1 8o/ 1086 e o
reasons, especially as they age. Since at leas{1pg9/1991 54 32
: 1992/1994 57 33
mid-1970s, those aged 70 and over tended tg{8s/1997 63 38
half as likely to hold licences as those in tha#298/2000 67 39

. . S : DfT (20064, Table 9.16
60s (Table 7.4.3). However, it is not possible to ource: DIT (20062, Table 9.16)

distinguish between those who gave up driving dudrdilty and those who gave up
because they could no longer afford a car. Theirutee model that requires households
to sell their cars when their incomes fall beloweatain level will deal with the former.

To deal with the latter, it is assumed that no lebosds aged 75 or over have cars.
Personal networks, mobility and tastes

Even if people have the same income, they will mog exactly the same things due to
what economists call ‘tastes’. Tastes are infludnog many factors, including those in
your personal network. Fischer (1992, p.113) ndted even though cars were more
expensive than phones, “working class families Ibugponer and more often kept
automobiles than they leased telephones”. In cehphones were “an expected item in
middle class homes” in the US by around the timthefFirst World War (Fischer, 1992
p.189). In 1933, Willey & Rice commented “to be att a telephone or a telephone
listing is to suffer a curious isolation in theeghone age” (cited in Fischer, 1992, pp.26
& 190). Fischer (1992, p.117) also suggested thahps were more likely in households

where there was more than one earner, especidi iadditional earners were women.
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While the additional income increased the afforliigbithe fact that it was additional
female earners that was important suggests thed th@nother factor at work too. Fisher
(1992, pp.226-235) concluded that in the US infitket half of the twentieth century
phones were often used by women for social purposes

Turning to the UK, Young and Wilmott's 1950s stuglmiggested that there might have
been a similar effect. Young & Wilmott describece timpact of moving from Bethnal
Green to a new estate at ‘Greenleigh’ “less thaentw miles away” in the mid-1950s
(1957, p.97). They reported that “the Bethnal Gegsnsociety is close by. He does not
need a telephone to make appointments to seeibigl$r because they are only a few
minutes away” (Young & Wilmott, 1957, p.130). Coqgaently there were only 13
“residential subscribers” per thousand in Bethneded compared to 88 in Greenleigh
and the Greenleigh respondents reported that kgepitouch with kin was one reason.
Furthermore at Greenleigh “distances to shops, wan#l relatives are not walking
distances any more. They are motoring distancesaralike a phone, can overcome
geography” (Young & Wilmott, 1957, p.131). They edtthat “cars are beginning to
move from luxury to necessity”. Thus they concllideat “cars, telephones, telegrams
and letters represent not so much a newer and thgfaadard of life as a means of
clinging to something of the old” (ibid, p.132). &y(2007) found that even in the 1990s,
inner city households were less likely to have @spnvhich he attributed to poverty but

he did not discuss social networks.

Following their examination of a London suburb, Wit & Young (1960, p80) argued
that “cars, telephones and letters are all meangshigh middle-class people can straddle
the distance they have interposed between thensselve their relatives”. Bell (1968,
p.86) noted that of the 120 middle class familiestudied in Swansea in the mid-1960s,
“all but four” had “at least one car” and “all boihe had a telephone”. Goldthorpe (1987,
p.168) expanded on this theme: mobile men, he @diott, do not drop ties of kinship
even though those kin may be separated geogralyhit@l2000, non-manual workers
were less likely than manual workers to have freeadd relatives living nearby and were

more likely to contact them by phone weekly; andideholds with cars were also less
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likely to have close relatives living nearby andrenbkely to phone them at least once a

week than households without cars (Table 7.4.4).

Table 7.4.4: Contact with friends and relatives bylass and car ownership: GB: 2000.

Percent
S.e.g.(1) Cars available to household All
Non-  Manual None One Two

manual plus
Relatives
Close relatives live near 50 66 60 57 54 56
See relatives at least once a week 59 71 64 65 60 63
Speak to relatives on phone
Daily 26 29 31 28 24 27
Not daily, but at least once a week 58 52 47 57 58 55
Less than once a week 15 19 21 15 18 17
Friends
Close friends live near 70 76 74 73 74 73
See friends at least once a week 74 76 73 76 76 76
Speak to friends on phone
Daily 20 19 20 20 22 21
Not daily, but at least once a week 60 53 49 58 60 56
Less than once a week 20 28 31 22 19 23

Source: Coulthard et al (2002)

(1) Socio-economic group.

In the second half of the twentieth century, thed® migrated could keep in touch with
family and friends left behind without using phormmescars, but by using those nineteenth
century methods, mail and rail, discussed in Chafie The new methods of
communication and travel, phones and cars, engigegle to keep in touch better and,
as described above, were regarded as an integtadfpaiddle class life. It was arguably

no coincidence that the middle classes were moitgleno

Consequently, rather than trying to model mobilitgth social and geographical mobility
are assumed to be a part of middle class culturereflect this in the model, the three
classes are grouped together in the social spd@gjmone quadrant, DEs in another and
the C’s in the remaining two as illustrated in Bb%.1. As the households are distributed
randomly, this will produce the 25/50/25 percentitspetween ABs, Cs and DEs
respectively as described in Section 2. It alsauessthat each household’s personal
network will be dominated by similar others. AsGhapter 6, socialshifting is assumed at
the rate of 5 percent each year.
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As noted in Chapters 3 and 5, there is little pdiating a phone unless those in your
personal network also have phones. As discussedhapter 3, the size of personal

networks depends on the criteria used. In this sas#y, the personal network of interest
is very specific and narrow, namely those who balinfluenced to adopt a phone. There
is no direct evidence on this although “AT&T resdashows that half of the calls from

any given residence go to only five numbers” (Fes¢cti992, pp.225-6). The size of the
influential personal network was therefore esthlgltsby experimentation as discussed in
the next Section. However, it is clear that houkihgontaining more than one person
will tend have larger personal networks than sirggeple; there are likely be more kin

for example. The model allows larger householdsaee larger networks. Reflecting the

history of phone adoption, adoption starts with tipper class, the ABs. To sum up, in
the model phones spread through personal netwsudkgect to income being above the
threshold, starting with a ‘seed’ AB household. tdils in Box 7.4.1.)

Box 7.4.1: Modelling the spread of the phone netwhr

The ABs are distributed in the top left hand
quadrant and the DEs in the bottom left hand

quadrant. The Cs occupy the rest of the space. ABS CS
(Because the grid wraps round, the fact that the
minorities are in ‘corners’ does not matter.)

The model assumes that a seed household of
social class AB has a phone. A phone network
is then grown through the personal network of
this household until about 100 households — 10

percent — have phones. These may not CS DES
necessarily be AB households but they must
have an income above the appropriate
threshold.
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Summary of the model

The key features are summarised in Box 7.4.2. Theme thresholds and the sizes of
personal networks are set by experimentation, dsaaiin the next Section.

Box 7.4.2: Summary of whole model.

Initialisation
1,000 agents are used to represent households, in a space giving a population density of about 1
percent.

Class, household type and income determined.
To give a 25/50/25 percent split by class, households in top left quadrant designated class
AB, in bottom right quadrant, class DE. Others, class C. (See Box 7.4.1.)

Households allocated type (one-person or multi-person; single or couple) and ages. (See Box
7.2.2))

Incomes are distributed following social class, subject to a minimum, to reproduce a Gini
coefficient of about a third (see Box 7.3.2). Allowing for:

- second earners (see Box 7.3.3) contributing an average of 25% of household income.
- unemployment (see Box 7.3.4).

- early retirement: 5 percent of households aged 50 to 64.

- half the lone parents economically active.

- 1 percent of households long-term sick.

- retired have half income of workers.

A “seed” class AB household selected and phone network comprising about 10 percent of
households built through personal networks, subject to affordability.

Initial distribution of cars determined based on income. No cars allocated to those aged 75 plus.
Execution

Households age, split, combine and die. (See Boxes 7.2.1 and 7.2.2.)
5% percent of households socialshift each year.
Replacement households are created.
Incomes are determined:
- the proportion of second earners rises from about a half to three-quarters. (See Box 7.3.3.)
- unemployment rises 5 percent of the unemployed become long-term unemployed i.e.
unoccupied. Most unemployed return to work and are replaced by newly unemployed. (See
Box 7.3.4.)
- percent of households aged 50 to 64 who are early retired rises by 0.5 percent each year,
reaching 30 percent by the end of the period.
- those still working at 65 retire and their income halves.
- incomes grow at 2% a year.

Phone adoption spreads through personal networks subject to affordability: if a neighbouring
household within the appropriate social reach has a phone and if the household can afford a
phone, then that household adopts. Once adopted, the phone it is kept. (See Box 7.4.1.)

Households’ ability to afford cars is recalculated: adopting if income has risen above the
threshold, giving up if it has fallen too far below the threshold or age 75 reached.
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7.5 Results
Basic results

As explained in the previous Section, the incomredholds for phones and cars and
personal network sizes were set by experimentalfiba.results were:

* The income threshold for phones was set at 0.85 85 percent of the 1951
average, set at 1); according to the model, in 1981percent of households had
incomes above that level. Given real growth of Ecelt a year and a minimum
income of 0.25 (i.e. 25 percent of the 1951 averdnye 1968 all households had
incomes above that level and so income no longestcained phone adoption.

» By 1951, 14 percent of households had cars. Gikerdistribution of income in
the model, this suggests the threshold could haen lbetween 1.5 and 1.9 (see
Table 7.3.7). For cars, the threshold is set iyt 1.65 but falls to 1.25 by 1973
to reflect the falling price of motoring (noted $ection 4); specifically, between
1958 and 1965, the threshold falls by 2% perceydgaa and then by 1 percent a
year to 1973.

* Personal networks

Fig. 7.5.1: Base case: distribution of
personal networks.
The best result, based on

ordinary least squares (OLS), * —Reach=8
was obtained with social reach < ] —Reach=12
for one-person households set ¢ fuj? 207

8, implying an average size of 2 % 151

(s.d. = 0.08); for multi-person % 10 -

households, the social reach i 5

set at 12 implying an average o I S~
personal network size of 4% (s.d. 0 2 4 6 8101214

L. . Size of personal network
= 0.10). The distributions of

sizes are shown in Fig. 7.5. 1.

246



Chapter 7

The model broadly replicates the adoption of phares cars by households from 1951
to 2001 as shown in Fig. 7.5.2.

The model slightly overestimates the adoption obrms until 1978. This
overestimation was expected given the waiting listat in the early 1950s
exceeded 2 percent of business and residentialeghétowever, the waiting list
problem does not explain all the overestimate, tvlaiceraged 5 percent between
1969 and 1977. Nor is it clear why there is a $lighderestimation thereafter,
averaging 4 percent. The model was not expectegpdmduce the decline in
adoption rate in the last two years as no attengst mvade to model the impact of
the introduction of mobile phones.

The model accurately tracks the spread of cars ntp the early 1970s but
overestimates thereafter. There is little varia@wound the mean because in the
model car adoption is determined by economics asmiographics with little
scope for stochastic variation. (Because adopsotetermined only by income,
the apparent jump in the adoption of cars betwe29Bland 1999 reflects the
relationship between the assumed income threshiotdbe purchase and sale of
cars and the model’s distribution of income. Thaguis due to an increase in the
proportion of those in class DE with cars.)

The model shows the adoption of phones overtakiegatioption of cars in 1978
when the adoption of both reached 62 percent:ah this event occurred a year
earlier, in 1977, and at the lower rate of 57 pet.ce

The remainder of this Section looks at the extentvhich the model reproduces other

aspects of phone and car adoption and then repamistivity analysis.
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Fig. 7.5.2: Model results: base case.
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Adoption of phones by class and income

The adoption process in the model results in ahdbird of ABs having phones initially,
with only 1 in 20 Cs and 1 in a hundred DEs. (Retstig the initial distribution to ABs
results in a slightly higher total adoption rateotighout the period.) The model tends to
underestimate phone adoption by higher class amtiehiincome households but

overestimate adoption by lower income househokishawn in Fig. 7.5.3.

Fig. 7.5.3: Model results compared to actual: phonadoption by class and income.
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Sources: actuals:
- class: Douglas & Isherwood (1979, p.100)
- income; Ministry of Labour (1965); DE (1975 & 188 CSO (1995), ONS (2002).

It is, however, not surprising given the assumedflision process, that, according to the
model, nearly half of those without phones in 20@&te in class DE although this group
accounted for only a quarter of the householdstetheere virtually no ABs without

phones.
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Adoption of cars by age and class

Although the model tends to over-estimate the priogo of all households with cars
from the early 1970s, it tends to underestimateptioportion of over-70s with cars based

on licence data, which is not exactly comparabig.(F.5.4).

Fig. 7.5.4: Model results: car adoption by age.

(a) Model compared to actual. (b) Model: households with no car.
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Source: Actuals: DfT(2006a, Table 9.16)

However, the model broadly reproduces the diffeeeno car adoption by class in the
mid-1980s (Table 7.5.1). According to the modeljlevthe main reason that households
did not have cars in the 1950s and 1960s was aifiiility, more recently age appears to
have been the dominant factor, reflecting bothrd#bility and incapacity.

Table 7.5.1: Model results: car adoption by classt985/6.
Percent of households

Actual Model
Professional/managerial 86(ABs 81
Clerical 54

Skilled manual 68|Cs 68
Semi-skilled or non-skilled manual 38|DEs 55
Other 31

All 62|All 68

Source: Actuals: DTp (1988)
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Adoption of both phones and cars

The key theme of this thesis is that communicatems travel have grown together. Fig
7.5.5 shows how the joint adoption of phones and geew in the model. According to
the model, in 1951 only 4 percent of householdsbwt cars and phones and four-fifths
had neither. By 1984, half of all households hathjppand by 2001, seven out of ten

households had both and only 2 percent had neittadf.of AB households had both by
1968.

Fig. 7.5.5: Model results: joint adoption of phones&nd cars.
a) All b) ABs
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According to the model, initially one-third of hai®lds with phones also had cars
compared to one-eighth of those who did not havanebk. By 2001 those 10 percent of

households without phones were, perhaps a littlprsingly, just as likely to have cars
as those with phones.
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Sensitivity analysis: income threshold

Doubling the income threshold significantly redudbs take-up of phones, and the
impact increases over time because of the cumaelatetwork effect assumed in the
model: the fewer households there are with photies fewer can influence others to
adopt. In contrast, changing the income threshéfiec®s the adoption of cars equally

throughout the period as there is no network effBleé results are shown in Fig. 7.5.6.

Fig. 7.5.6: Model results: phone and car adoptioreffect of changing the income thresholds.
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Sensitivity analysis: social reach

The adoption of phones predicted by the model iig gensitive to the assumptions about
social reach, which determines the size of persoaalork. In the base case, the social
reach was set at 8 for one-person households affar Taulti-person households, giving
average personal networks of 2 and 4% respecti@gtails in Fig. 7.5.1 above.)
Fig.7.5.7 shows the effect of alternative assummgtia’hese results suggest that phones
spread through close contacts. For instance:

e using social reaches of 10 or 15, implying persoedivork sizes averaging 3 or 7

respectively, gives a much faster spread of adophian was observed,;
* assuming a reach of 8 for multi-person househalddyze a much slower spread.

(The assumptions about social reach do not afifiecatioption of cars in this model.)
Fig. 7.5.7: Model results: sensitivity of phone adution to social reach assumptions.
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Sensitivity analysis: social reach and income thres hold

As shown, increasing the social reach results stefaadoption. But increasing the
income threshold for phones at the same time woftfiket this effect by reducing the

adoption of poorer households and, together, tlssemptions may give an overall
better fit. However, this does not appear to be dase as shown in Fig. 7.5.8 (and
confirmed by comparing the fits using ordinary tesguares). Setting the one-person
household reach at 10 and the multi-person houdetezich at 15 while raising the

income threshold to 1, 1.15 or 1.25 does not predudetter overall fit than the base
case. Thus the combination of a low income threshad low social reaches used in the

base case better replicates the data.

Fig. 7.5.8: Model results: phone adoption with highr social reach and higher income
threshold.
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Sensitivity analysis: socialshifting

The base case assumes socialshifting of 5 percgzdraFig. 7.5.9 shows that assuming,
unrealistically, no socialshifting gives a slighthetter fit for the earlier years. And
assuming 10 percent ‘shift’ each year increasesotee-estimate of phone adoption in
the early years, but gives a better fit from th8Q<® Overall, the base case scores better
on ordinary least squares than either alternatgaiaption. (Changing the socialshifting

assumption does not affect car adoption in thisehpd

Fig. 7.5.9: Model results: phone adoption with diférent social shifting assumptions.
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Phone adoption: an income based model

A final check on whether the social network modagdresents a valid hypothesis is to see
what pattern of phone adoption the model would hareglicted had the same approach
been used as for cars. Car adoption has been agdarbe totally dependent on income,
with no network effect. To obtain an initial digmtion of 10 percent of households with
phones, the income threshold would have to betskeB&. But as shown in the left hand
panel of Fig. 7.5.10, this would have resulted ignicant underestimation of phone
adoption from the 1970s. Alternatively, had theeifirold been set at just 0.35, as in the
base case, all households would have had phon&968/when in fact only 29 percent
did. The right hand panel of Fig. 7.5.10 compahesmodel’s prediction with an income
threshold of 0.7, both with and without the netwaftect, and shows that neither
assumptions reproduce the diffusion pattern wediuslthe network effect does seem to

have been important.

Fig. 7.5.10: Model results: phone adoption dependénn income only.
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7.6 Use of Phones

Use has not been modelled because of lack of dafdone use for the latter part of the
period and because most car use has not beendiat parposes (as explained earlier).
However, this Section discusses the use of phamsars following the structure set out
in Chapter 5: the social solidarity effect, comnuaion substitution effect, new practices
and the global village effect plus the three traeddted effects: the complementary travel

effect, the travel communications effect and thwdt substitution effect.
Communication substitution

Fischer (1992, p.253) suggested that in the U$tume displaced telegrams and hand-
delivered notes. In Britain, phone calls seem twehaplaced mail. For example:
* “The City businessman who wished to inform his vili@t he would be late for
dinner could in 1914 send a letter; in the 1930sd@d telephone” (Daunton,
1985, p.49).
* “Since the interwar period, there has been a dser@a personal letters which
have to a considerable extent been replaced byetaphone” (Daunton, 1985,
p.79).
* In 1999 a survey found that only a quarter wouldfgr to reply to a letter by
letter: half would prefer to phone (Harper et &99, Table 5).

Nevertheless, despite the spread of phones, niiinceed to grow. From the 1920s, the
mail figures include not only letters and cardst &lso newspapers and packets, so it is
not comparable with the series used in Chaptern6thi3 new basis, between 1951 and
the mid-1970s, mail per head stayed fairly consbantsince then has grown at about 3
percent a year to reach 340 items a year by 208h@sn in Fig. 7.6.1. However, much
of this growth was due to business mail. Followageview in 1977, the Post Office
aimed to increase the volume of mail and betweétb Ehd 1983, “direct mail grew by
101 percent” (Daunton, 1985, pp.353-4). Thus by62@then items per head exceeded
400 a year, only 10 percent of mail was betweersélolds, the rest being sent to or

from businesses (Postcomm, 2009). It is likely theg personal mail is mostly cards. The
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BBC (2006) claimed that each person in the UK seadsverage of 55 cards a year,

including Christmas cards and postcards.

Fig. 7.6.1: Mail per head: UK: 1951-2001.
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Social solidarity and the global village effects

The model presented in the last Section implies phanes were used to communicate
with those in existing personal networks, therebfpamcing social solidarity. In 1880,
Scientific Americarfcited by Marvin, 1988, p.65) foresaw that thepélone would result
in “a new organisation of society” in which “evenydividual, however secluded, will
have at call every other individual in the commyhitesulting in saving of time and
avoidance of all kinds of “annoyances”. Fischer 949 pp.262-263) argued that
“Americans — notably women — used it to chat mdterowith neighbors, friends and
relatives” and “used home telephones to widen a&pen existing social patterns rather
than to alter them”. So he concluded that “on thehe, telephone calling solidified and
deepened social relations” and increased localactst(ibid, p.266). Overall, Fischer
(ibid, p.253) suggested the phone led to “moreacmnversations with more people

than before” and reported that in:
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“studies done in the United States, Britain andl€hpeople with telephones
reported more social contacts than those withdepk®nes: subscribers visited
and wrote letters more often than non-subscribgrese correlations support the
claim that telephone use multiplies all forms ofiteet” (ibid, p.238).

Fischer (1992, pp.262-263) noted that in the U§ ldistance calling was initially rare. In
Britain in the 1950s, less than 10 percent of idlaalls were trunk calls and even by
1980 (when the data series ended) only 16 percen¢ wunk calls (Mitchell, 1988).
More recently Smoreda & Thomas (2001) reported‘thiadut three out of four telephone
calls are sent to receivers in the same regionivéd@r, as noted in Chapter 5, phone

calls tend to be longer but less frequent as distancreases.

Fischer noted that (1992, p.25) in their 1933 stutllley and Rice had reported that
phones were used “to augment local ties much niane éxtralocal ones” and suggested
that phones might encourage local activity whilescancouraged “extralocal” activity
(1992, p.206). He concluded that “It is difficult disentangle the expansion of telephony
from that of automobility, since both technologgsread almost steadily in the half-
century”. While Fischer was taking about the U$hia first half of the twentieth century,

the same could be said of the UK in the seconddidlie century.

While phones enable people to stay in touch, treyat enable new links to be made:
“Americans did not forge new links with strange dadaway people” (1992, pp.262-
263).

Complementary travel and travel substitution

Wellman and Tindall (1993) noted a positive cotiela between travel and
communication with respect to fixed line phones:

“When we hold constant the strength of the tie, idsdential distance, and the
role type, we find that people often see those ttadlyoften but rarely call those
they rarely see....The telephone has helped to teadsthe constraints of spatial
separation but only in conjunction with the automesb
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Fischer (1992, p.253) suggested that the phoneladegh casual drop-in visits but
whether these were journeys specifically made liat purpose or were ‘just passing’
visits is not clear. More recently, Mokhtarian &Il&aon (2002, p.163) reported two
French studies:
e using data from 1984, Claisse & Rowe (1993) eswahdhat residential phones
generated trips “3-5% of the time, and replacqust@1-27% of the time” giving
“a net substitution impact of 17-22%”. However, tigs might have been for
other than social purposes, such as shopping.
e using data from 1994, Massot (1997) found greatebility associated with

greater use of phones, i.e. complementarity.
Travel communications effect

Conversely, travel promoted communications. Fis¢h®82 p253) noted how fixed line

phones were used to arrange meetings. More receémtlystudy of phone use in Britain

in the late 1990s respondents “reported making rfreguent calls to those people they
saw on a regular basis and this was usually tokchemake arrangements” (Lacohee &
Anderson, 2001).
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7.7 Discussion and Conclusion

As in Chapter 6, it is the potential for communigcatand travel that is examined and the
modelling has not taken into account detailed ckanwhich would increase its
complexity. The basis of the model is a replicatdikey changes in household structure
and economic conditions.
* The key demographic changes are the increase iprtpgortion of one-person
households and the reduction in the proportion ididhe-aged households.
* The key economic changes are the rise in real iesocombined with a falling
economic activity rates and a fall in the cost aftoning in the first part of the
period.

The model also simplifies by ignoring the availdibf call boxes and motorbikes.

This model is closer to a detailed evidence-basedeinthan a more general, abstract
model. This model differs in important respectsirthat presented in Chapter 6:

* itis based on households rather than individuals;

* it models adoption rather than use;

e it allows agents’ economic status to change oveeiti

* ituses social class directly as a key factor ratfen using income;

* it does not specifically incorporate migration;

Table 7.7.1 summarises the model.
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Table 7.7.1: Summary of the model.

Target Adoption of phones and cars: 1951-2001
Agents Households
Agents
Attributes Dynamics
Location Grouped by social class
Demographic Type
Size Marriage, divorce & widowed
Age ‘Birth’ and ‘death’
Socio-economic Class
Employment status Unemployment, sickness, retirement
Income Changes with employment status
Grows at 2% pa.
Personal networks | Social reach =8 or 12 Socialshifting

Having reproduced key demographic and economicgdgsrthe model then applies two
separate models of diffusion, one for phones amdfoncars. The spread of adoption for
cars depends only on economic growth and the rialhé relative price of motoring. In
contrast, the spread of phones depends very dittlaffordability but rather on personal
networks, social class and mobility. This refleitis fact that there is little point having a
phone if your friends and family do not have them ¢&hat, compared to cars, phones are
relatively inexpensive. The model assumes that havere adopted first by the upper
and middle classes, both reflecting and argualdyessing, their geographical mobility.
It also assumes that each household influenced anlery few other households,
reflecting the fact that phones are used for regudatact with a few important people.
On this basis, the model broadly reproduced theerwksd pattern of phone adoption
between 1951 and 2001. Various sensitivity testis|uding using an income-based
diffusion model for phones, confirm that the sedelcparameter values fit the observed
data better than alternative values. The model dsiretes how the physical phone
network can be created by the social network. Ba¢hmodel and other evidence suggest
that phones are used for social purposes andhiemtadoption and use is related to class
and mobility.

Despite their relatively high cost, cars were aiiyi more popular than phones.

Kellerman (2006, p.121) noted that the adoptionpbbnes surpassed that of cars at
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around the 60 percent level in the UK, France, Geyrand the US. This phenomenon
can be explained by the fact that the adoption ais ds naturally constrained by
affordability and ability to drive, whereas thenme ao such constraints for phones. The
adoption curve for cars does not therefore folldhwe tlassic S-curve, with adoption
eventually approaching saturation. Indeed, car tiolopas measured by the percentage
of households with at least one car, has probaaghed saturation in Britain. The recent
increase in the number of cars is due rather torgkand third) cars in households. It is
therefore inevitable that the adoption of phonesr@kes that of cars.

Table 7.7.2 summarises the results.

Table 7.7.2: Summary of the results.

Target | Phone and car adoption: 1951-2001

Adoption

Key factors Phones: personal networks & income
Cars: income

Use

Communication effects

Social solidarity? Yes Strong

Communication substitution? Yes Strong

New practices? Yes

‘Global village’:

- maintain contact? Yes

- new friends? No

Travel effects

- Complementary increase? Yes

- Travel communications? Yes

- Substitution reduction? Yes Limited

This Chapter has presented a model of the adopfiphones and cars in the second half
of the twentieth century. The model replicates #esnographic and economic changes. It
was assumed that phones diffused across househotdggh personal networks starting
with the upper and middle classes. For cars diffusvas determined solely by income
growth. Other evidence confirms the view that damephones are used for social
purposes, to keep in touch with existing contagtshough the model was run to 2001,
no account was taken of the arrival of digital commications in homes in the late 1990s.

This revolution is discussed in the next Chapter.
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Chapter 8: Mobiles and the Internet

Chapter 6 investigated mail and rail and Chaptgghones and cars. So it would seem a
natural progression for Chapter 8 to look at therimet and air or international travel. Air
and international travel have certainly increased the internet has played an important
role in marketing cheap flights. The number of seas trips taken by UK residents
increased from almost 50 million in 1998 to alm@$& million in 2007, due to the
increase in travel by air (DTp, 1996; DfT, 200647 D2008). But most travel is not for
social reasons, as noted in Chapter 7 for travidlimvthe UK. In 2007, only 19 percent of
UK international air passengers travelled to \fis#nds and relatives (CAA, 2009, p.19).
The majority of trips were for business or holidaisit the focus of this study is on
social networks, not on business travel or tourigns about people travelling to meet
other people whom they already know rather thaméet strangers or to look at foreign
places. Within the UK, the average distance tradgelper person increased by only 2
percent between 1995/7 and 2006 but the averaggndestravelled per trip rose by 7
percent (DfT, 2008, Table 1.3). This is consistenth more geographically spread
personal networks, although of course, as noté&hapter 7, social journeys form only a
small part of total journeys. So this Chapter fasusn the potential for travel rather than
the growth in use of any particular mode.

Furthermore, the digital revolution is not just abthe internet, but also about mobiles —
phones and ‘smartphones’, suchBdackberrysandiPhones(Ofcom, 2009b, p.208). The
two modes of communication are related, not jugh&ir underlying digital technology
but also because both are, in different ways, edléd fixed line phones: mobiles can be
used to make voice calls to fixed line phones; fixeld line phones, and increasingly

mobiles, can be used to make internet connections.
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This Chapter presents a model of the adoption asel af mobiles and the internet
drawing on work presented in earlier Chapters:

» the social circles model presented in Chapter 4;

» the general model described Chapter 5;

» the demographic modelling and the importance efdity from Chapter 6 and

» the modelling of class from Chapter 7.

Section 1 briefly sets out the history of mobilesdathe use of the internet for
communications. Section 2 presents a model of amlopf both mobiles and the internet
to 2007, and Section 3 extends it to cover thedr arsd the impact on travel. Section 4
uses the model to look ahead to 2016 and 2021lic8eetconcludes with a discussion of
the results of the model, and the implicationstha wider debates about the use of this

technology. (The diagrams are colour coded: bluenfmbiles, red for the internet.)

Most of the data comes from Ofcom, the Mobile Dasgociation (a UK industry body)
and the ONS.
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8.1 History

Mobile phones

The basics of mobile communications were estaldishre the nineteenth century
(Crookes, 1892; Huurdemann, 2003, p.208; Goggif)62(.24). In 1901, Ayrton
foresaw

“a time when if a person wanted to call to a frigrelknew not where, he would
call in a loud, electromagnetic voice, heard by fwvho had the electromagnetic
ear, silent to him who had it not. ‘Where are yoh& would say. A small reply
would come, ‘| am at the bottom of a coal minecarssing the Andes, or in the
middle of the Pacific.’.”

The first basic “Mobile Telephone Service” was laoed in the US in 1946 and in
Europe, in Sweden, in 1955 (Huurdemann, 2003, p.&gin, 2006 p.25; Agar, J.,
2003, p.49). However, with this early technolodye humber of users was limited: thus,
for example, by 1981, there were only 20,000 mobders in Sweden (Agar, J., 2003
p.49). This limitation was overcome by the inventiaf a cellular system, with the first
public service launched in Japan in 1979 (Huurder@03, p.520; Goggin, 2006, p.29).
Initially it was assumed that portable phones wdgdconfined to cars and even in 1989
what was claimed to be “the smallest and lightg$tdhne weighed 11 ounces (Goggin,
2006, p.31).

There have now been three generations of mobilagsho
» First generation (1G), an analogue system offermige communication only.
 Second generation (2G, such as GSM), a digital esyspffering better
transmission quality and security plus many otleatires such as texting (or
formally, short message service (SMS)), voicenalljress books and subscriber
identity module (SIM) cards, allowing data to bansferred between phones.
More advanced handsets offering limited multimeskavices and access to the

internet became known as 2.5G or GPRS (GenerakeP&adio Service).
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e Third generation (3G, such as UMTS (Universal Mebllelecommunications
System)), again digital, offers internet connetyivend “interactive video
communications”.

(Goggin, 2006, pp.31-3; Ofcom, 2009b, pp.321, 324).

Mobile phones were adopted far faster than antieghan the 1980s, planning for GSM,
a 2G technology, “had been based on 10 million sitbers all over Europe, North
Africa and the Middle East by the end of the ceyityHuurdemann, 2003, p.530). By
July 2009, there were 3.9 billion GSM subscribewsldwide (GSM Association, 2009).
Huurdeman (2003, p.525) argued that it was thedluiction of pre-paid service, first
introduced in Germany in 1995, “which made cellukmtio worldwide a mass consumer
product”. “When government regulations, technolagstandards, and business pricing
systems favor the diffusion of wireless communmatit becomes explosive” (Castells et
al, 2007, p.252). A key point is that mobile phormes be used to communicate with
fixed line phones, whereas when fixed-line phonesevwntroduced there was little point

in having one unless your friends and family alad bne.

As with fixed-line phones, royalty were in the vaagd of adoption in the UK: the Duke
of Edinburgh had a radio car phone in 1954 (Agar2003, pp.72-74). However, it was
not until 1985 that the first mobile phone netwavks introduced in the UK. Second
generation digital mobiles were launched in thdye2®90s (Department of Trade and
Industry (DTI), 1997, p.1) and the third generataomived in the UK in 2003 (Ofcom,
2008b, p.320). As elsewhere, this growth was naseen: in 1997 it was predicted that
“around 30% of the UK population — perhaps approagi20 million people — will be
regular users of a mobile phone in the early yedrghe next century” (DTI, 1997,
Foreword). It was double that: by 2001, 73 peradradults had mobiles (Oftel, 2001b,
pl5). Fig. 8.1.1 shows the growth in the numbeSIfl cards, the measure used by the
industry to count subscribers. Since 2004-5, tiggré has exceeded the population. By
spring 2008, there were 75 million SIM cards alijiodonly’ 49 million people used
mobiles, the 26 million difference being due todtine and rarely used mobiles plus
some 9 million people with more than one SIM ca&dfcdm, 2008b, pp.293, 334-5).
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Fig. 8.1.1: Estimated number of mobile phone subsitrers: 1985-2007.
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Rogers (2003, pp.259-263) suggested that mobilengghavere adopted so quickly
because they scored well against each of thesziarit
* Relative advantage:

o0 mobiles offered time savings — re-arrangement oétmgs and use of
otherwise dead time;

o status in the early days and

o later, financial benefits as costs fell.

« Compatibility:

o0 mobiles connect with the existing fixed line netlwso there was no need
for a critical mass to be attained

o mobiles could be personalised, for example, by tome.

« Complexity:

0 Rogers argued that mobiles are used just like alaeghone, which is
true in that people were familiar with the concepa phone, and making
voice calls is straightforward. But it is not traéthe many other features.
Indeed, one of the reasons given by late adoptersdt adopting sooner
was the complexity of the devices. (Rogers, 20p2-5).
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0 Rogers argued that texting is an example of whatdils ‘re-invention’
i.e. people can adapt the device to their own uses.
e ‘Trialability’: they were easy to try out by borrawg from friends.
* Observability: mobiles were both highly visible asuafdible.

The Internet

The internet grew out of the US Government’s ARPAN#Eoject in the 1960s and the
World Wide Web emerged in 1992, with text, imagesynd and documents linked by
hypertext. (For a fuller history, see for exampléchen (1998, pp.28-41) and Connected
Earth (2009).) The speed of the spread of thenetas unprecedented:

“To reach 50 million subscribers took the telepholuse to 75 years, the radio 38
years, the TV 13 years and the internet less thanyears from the introduction
of the WWW in 1992” (Huurdeman, 2003, p.587).

By 2000, the internet had spread to almost evemniryg in the world with an estimated
315 million users, albeit concentrated in the dewpetl world (Huurdeman, 2003, pp.589-
92).

Domestic access to the internet requires both anghar cable connection and a
computer. (Although some mobile devices can be tsextcess the internet, the speeds
are significantly lower, as is discussed later.)the UK, by 1990, 87 percent of
households had fixed line phones and 17 perceaadyr had computers, which could
then be used for communication, albeit by creapager-based letters (ONS, 2008d).
The arrival of the internet turned the household iR©G a networked communication

device and gave an impetus to the demand for cargpat home.

269



Chapter 8

Digital adoption in the UK

The proportion of UK households with fixed line ples peaked in 1999 and by 2007 had
fallen back to the level of the early 1990s (Fidl.8). Consistent and reliable data on
internet access is available from 1998 when 10gméraf households were online; at that
time about a quarter had a mobile phone.

Fig. 8.1.2: Households with fixed and mobile phonebome computers and internet access:
1998-2007.
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Source: ONS (2008a, Table A51).

By 2007, 8 out of 10 households had mobiles andit6ob 10 had internet connections
(Fig. 8.1.2). (Dutton et al (2009, p.7) claimedttfi® per of households had internet
access by 2009.) Furthermore, in 2008, 10 perceitoaseholds without an internet
connection at home accessed it from elsewhere (QBEd) but Dutton et al (2009, p.8)
claimed that “internet use and home access” weeartg equivalent”. It is arguable that
use of the internet for social purposes is mostyiko be concentrated among those who

access the internet from home.
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Table 8.1.3: Proportion of households with
fixed and mobile phones: UK: Q1 2009.
Since 2005, one in 10 adults have reported

living in households with a mobile but no Percent of adults
. . - . Fixed
fixed line phone, rising to one in 5 amonh,mb"e Yes No Total

es 80 12 92
0 7 1 8

areas and in DE households (Ofcom, 2009botal 87 13 100
p.248; Department for Business, Enterpri§@urce: Ofcom (2009b, p.248).

& Regulatory Reform (BERR), 2009, p.26;

Ofcom, 2008c). Table 8.1.3 shows the latest

younger and lower income groups in urbaﬁ

figures.
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8.2 Model of Adoption

Stylised Facts

Because there is a long run of annual data front#meily Spending Surveythe target
of the adoption model is taken to be the increashe percentage of households between
1998 and 2007 with:

* mobile phones: 30 percent to 70 percent

* internet connections: 10 percent to 61 percent

(as shown in Fig 8.1.2).

This Section follows the pattern of Chapter 6, tgigr with demography and then

considering availability, affordability, skill argbcial networks.
Demography

Mobiles are personal in that they provide persepdson links. Kennedy & Wellman
(2007) noted the shift from household to persoratgport and communication in that
each adult had a car as well as “personalized & argued that households are “now
the hubs of individualized communication network§his is consistent with the
observed tendency to use mobiles even at home (Qf@08b, pp.294-6). Ofcom
(2008b, p.71) noted that mobile broadband is “fikiel be an individual rather than a
household purchase”. Therefore, in this model ageapresent individuals but have
access to household resources.

As agents represented individuals in Chapter 6,stdme basic method is used for the
demographics here, but over a wider age rang€flexctehe facts people live longer and
children use mobiles and the internet. Accordin@toom (2008b, pp.294, 345) in 2008
» two-thirds of children aged 8 to 11 and 9 out ofat@d 12 to 15 had access to or
owned a mobile and

» 80 percent of children over 11 had access to tieenat.
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So in this model individuals are aged from agedt@Qinitially, 94 but rising over time
to 105. Following Chapter 7, no younger agents Ties replicates the age distribution
expected in 2021, slightly understating the praparof very old. (Details in Box 8.2.1).

Box 8.2.1: Demographics pseudo-code.

Initialisation
Divide the initial population into 8 age bands:
10-19: 15%
20-29: 14%
30-44s: 26%
45-59: 22%
60-64: 5%
65 to 74: 10%
7510 84: 6%
85t0 94: 2%
Allocate age to each agent.
Within each age band, age is allocated randomly and uniformly. So, for example, 1.5% of agents
will be allocated to each age from 10 to 19.

Execution
Agents age.

Agents die.
No agents under 45 die. Thereafter the mortality rates are set at
45-54: 0.3%
55-64: 0.8%
65-74: 3%
75-84: 6%
85 and over: 17%
Agents reaching 105 die.
Calculate total number of deaths and create same number of new agents to maintain a population
of constant size.
Set age of new agents to 10.

Results
Percent
Age 2001 2021
Actual Model Forecast |Model

(sd) (sd)
10-29 29 29 05 27 27 1.0
30-45 26 26 0.6 23 22 07
45-59 22 22 04 22 23 0.9
60-74 15 15 04 18 20 1.1
75+ 9 8 04 11 9 0.7
Total 100 100 100 100

Source: Actual and Forecast: ONS (2008e).
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Availability

Castells et al (2007, p.257) noted that some afeho less-populated areas of advanced
countries do not have access to mobiles. In the iUKas been claimed since 1997 that
97 percent of the population of the population eogered by mobile networks (DTI,
1997, para 6.9) and that by 2008, 99 percent ofUKepopulation had at least 2G
coverage and “over 90%” had 3G coverage (Ofcom,8B0(Qp.107-8). But these
‘official’ figures exaggerate. A recent survey byetCommunications Consumer Panel
(2009) found that over a half of consumers repoptethlems with reception, one third on
a regular basis. (For example, although mobile a@ipes say | have 2G coverage at home,
which is within 50 miles of London, in fact the sa& is too weak for voice calls and
texting is difficult.) However, Ofcom (2008c) arglthat poor coverage did not affect the

take-up of mobiles.

Most people access the internet via fixed phoresliout increasingly cables and mobiles
are used. When the internet first arrived in the loKthe mid-1990s, access was by
modems that, at best, gave 28.8 kilobytes per skwath calls charged at local rates. In
2000 broadband became available for domestic usethe UK (Connected Earth,
2009a), providing much greater speeds at a fl& jpaice. It is not straightforward to
compare broadband speeds, measured in megabgeqmerd (Mbps), and modem speeds
that are reported in kilobytes per second. Broadbspeeds are often not as high as
advertised due to factors such as distance fronotta exchange and line quality (ONS,
2009e; Ofcom, 2009d). Nevertheless, broadband msch faster than modems that it
enables activities that were not previously possitwer the internet: Di Gennaro &
Dutton (2007) argued that it enables users to ébetitegrate the technology into their
everyday lives”. The market share of broadbandimagased continuously reflecting its
“popularity, widespread availability and increasingompetitive connection packages”
(ONS, 2009e). By December 2008 95 percent of haadshn the UK with internet
connections had broadband (ibid).
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Almost all internet users have a mobile phone @u#t al, 2009, p.11; Ofcom, 2008a).
The internet can now be accessed from mobile deyvigeones, laptops and handhelds.
Using laptops seems to be the fastest growing rdetfionobile access (Ofcom, 2008b,
p.300). In early 2008, nearly a quarter of recehtltainternet users had used a laptop via
a wireless connection: fewer had used a mobile (C2088d). However, according to
Ofcom (2008b, p.300) the introduction of tithone in July 2008 marked a “step
change” in the use of the internet through mobig.early 2009, half of those with
home access had connected to the internet usingedess connection (Dutton et al,
2009, p.12).

However, mobiles cannot provide the same the speadernet access as fixed lines: 3G
mobiles provide connection at the maximum rateMb@s with “the effective rate being
about 384 kps” (Goggin, 2006, p.203). So althougled-quarters of mobile broadband
users were using it within the home, only one-tlufanobile broadband users claimed it
was a substitute for fixed line internet acces<@@f, 2008b, pp.71 & 302). Dutton et al
(2009, pp.4 & 11) found that accessing the intefr@nh wireless and mobiles doubled
between 2007 and 2009, by when a third of inteasets reported using their mobile to
access email or the internet. This trend will beeterated with the introduction of Long
Term Evolution (LTE) technology, which can deliveraximum speeds of 50 Mbps
(Department for Business Innovation and Skills (BE&09, p.63). It has been noted in
the US that that there was a “strong” increase eetw2007 and 2009 in accessing the
internet by laptops or mobiles (Horrigan, 2009,)paBd many think that by 2020,
mobiles will be the prime means of connecting ® ititernet (Anderson & Rainie, 2008,
p.5). In the model, both mobiles and the intermetessumed to be available to everyone.

Affordability

Mobiles can be paid for by monthly contracts, wattstanding charge plus charges for
use, or on a pre-paid, pay-as-you-go (PAYG) basisrevthere is no standing charge. In
the UK, the caller pays. In general, the callergpaystem together with pre-paid PAYG
billing encourages adoption (Castells et al, 2087.31-34). In the UK the high cost of
fixed line phones may also have helped (ibid, p)29he launch of PAYG in 1998
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boosted the UK market (Larsen, 1998; BBC, 199%aasbe seen in Fig. 8.1.1. By 2001,
around two-thirds of mobiles were PAYG and this harsained the case (Oftel, 2001b,
p.15; Ofcom, 2008b, p.320). Because mobiles wehg arailable on contracts until late
1998, the model assumes that for that year, onyalaged 18 and over could adopt.

The cost of a mobile is difficult to assess becaysrators in the UK often subsidise the
cost of the handset for those on contracts andusecaarying amounts of ‘free’ minutes
and texts are included in the packages; indeedmitall free texts are “an increasing
feature” even for PAYG users (Ofcom, 2008b, p.348spite this difficulty, it seems
clear that the cost of having and using a mobike falien in absolute terms and relative
to both fixed line phones and the retail price m{RPI):

e 1996/7 and 2000/01: using a method based on reyéditel (2001 December
pp.25-26) reckoned that the “fixed cost” of mobifed by almost 90 percent
while that of fixed lines did not change at alle tbost of mobile calls fell by 60
percent while the cost of fixed line calls fell bBgme 40 percent. By comparison,
the RPI rose 12 percent.

e 2002 to 2007: using a different method, Ofcom (2P0RL8) reckoned that “the
average mobile cost per voice minute” fell fromward 14p in 2002, to between
10p for PAYG and 12p for contract users by 2007eiQlais period, the RPI rose
by 17 percent.

Real household spending on mobile services gre@0byercent between 2002 and 2007,
by which time it accounted for half of householtisging on telecommunications on
average (Ofcom, 2008b, p.327). Nevertheless, spgndn telecommunications
accounted for only 3 per cent of household spendingverage. (Ofcom, 2008b, p.327).
And even for teenage girls, noted for their higle,usxpenditure on mobiles accounted
for only 7 percent of their budgets in 2002-4 (OR805b, pp.19-24). This means that
even large changes in prices and use have littbetebn households’ overall spending
patterns. However, there is evidence to suggestcthielren send text messages because
of the low cost, although they substitute voicelscathen they become young adults
(Ofcom, 2008b, pp.343, 346; Castells et al, 20Q7154-5).
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Measuring price changes of internet access is nlyt difficult because of the various

cost components but also because of the problemtstise when products are changing
rapidly as technology develops (see, for examplan&, 2001). The capital costs of
“information processing equipment” have certairdfldn, dramatically if Fig.8.2.1 is to

be believed, but computers still cost hundreds amingls. The running costs comprise
payments to Internet Service Providers (ISPs) Aedcost of having a fixed line phone,
and for dial-up accounts, the cost of phone chltsvever, most internet connections are
now broadband and the cost of broadband variesdemably; in June 2008 it could be as
low as £7.50 per month (Ofcom, 2008b, p.331). Ha\bought the equipment and paid

the broadband subscription, communicating oveirttegnet is free at the point of use.

Fig. 8.2.1: Price of “information processing equiprent”: 1998-2008.
Consumer expenditure price deflator for “personal computers, printers, calculators, word
processors and typewriters” (ONS, 2009c, p.256).
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Despite the cost, surveys undertaken between 200@@05, found that only some 8 to
10 percent of adults who had never used the intexttebuted this lack of use to costs.
More recently, in 2008, about a quarter of housdghalithout an internet connection
claimed its absence was due to cost: 15 percentdaleequipment costs and 11 percent
blamed access costs (ONS, 2008d; BIS, 2009, p.33).
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Between 1998 and 2007, real GDP per head rose hyp&cent a year (Fig. 2.2.2).

Together with falling prices, rising real incomesde mobiles and internet connections
more affordable. Fig. 8.2.2 shows how the adoptibmobiles and the internet spread
across income groups. For example, in 1998-9, fethepoorest households had either.

By 2007, 6 out of 10 of the poorest had mobilesadarter had an internet connection.

Fig. 8.2.2: Adoption of mobile phones and internelby income decile: 1998-9 to 2007.
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As in Chapters 6 and 7, affordability is modelleddilocating incomes and drawing an
affordability threshold. To reflect household resms, household income is used. A
rather simpler methodology is used than in Chapteut still with the aim of producing a

Gini coefficient of about a third. Details are 11988.2.2.

Box 8.2.2: Modelling income.

Initialisation

As in Chapters 6 and 7, the income figure is an index number. To generate a Gini coefficient of
about a third, with an overall average income of 1, a distribution of income is generated for each
class using a normal distribution with the following means and variances, based on the data
below:

* ABs: mean 1.35, standard deviation 0.6,

* Cs: mean 0.85, standard deviation 0.4,

* DEs: mean 0.7, standard deviation 0.35.

Half are assumed to have working partners who on average boost the income by a quarter.
No allowance is made for unemployment, sickness or early retirement.

Income is halved for those aged 65 and over.
Minimum income: 0.25.

Execution
To allow for fluctuations in income, 10% of households with incomes below the threshold are
allowed to adopt mobiles, and 5%, PCs.

All are assumed to retire at 65, when incomes halve.

Income growth is assumed to be 2.4% a year.

Skills

UNESCO (2009) defined as ‘functionally literateparson

“who can engage in all those activities in whideracy is required for effective
function of his or her group and community and dtsoenabling him or her to
continue to use reading, writing and calculation fas or her own and the
community’s development.”

In literature about developing countries, this @piof literacy is applied to the ability to
use digital communication technology (e.g. Chipeha®008; Vodafone, 2009, p.2).
However, following the EU (2007, p.3), Ofcom (2009a.4 & 18) has adopted a rather
wider concept of “media literacy”, as “the ability use, understand and create media and

communications” where
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» “use” means being able to send a text or email;

* ‘“understanding” relates to undertaking consumekstasd

» ‘“creating” involves blogging.
Morris (2009, p.9) defined “Digital Life Skills” & “a set of basic ICT skills an
individual requires to use a computer to safelyeentaccess, and communicate
information online”. Howsoever defined, in early emty-first century Britain, as
increasing reliance is placed on communicating gusligital technologies, those who

cannot use digital communication technology arefiact, ‘digitally illiterate’.

To what extent basic literacy is associated withitdi illiteracy is not clear, but given the
reliance on reading and writing to use the inteeftdctively, there is likely to be some
association. In 2002-03 one in six adults underemient age had basic literacy below
the standard expected of an 11 year old, and thasdittle variation by age (DfES, 2003
pp.1 & 3; Literacy Trust, 2007). Castells et al @20 p.253) argued that “no special
technical skills” are needed to use a mobile ph@hat is an oversimplification. Even for
making a voice call, mobiles are more difficultuse than fixed line phones, especially
for those who do not have good eyesight and dexsefmgers (Castells et al, 2007,
pp.256-7). To use the more advanced features, stigil literacy is required for
mobiles, albeit minimal. However, digital literasymore usually used to mean computer

literacy.

There is a significant minority who do not use ihiernet. In 2003, 15 percent of adults
under retirement age had never used a computeorlydl in 10 had good practical
computer skills, as measured by the ability to wutatke “22 practicaWindowsbased
tasks” (DfES, 2003, p.7). It was noted above tha007, only 60 percent of households
had internet access. That means 40 percent of holdsedid not. In spring 2008, the
internet played no part in the lives of a quarteadults in UK: 70 percent of those aged
65 and over (ONS, 2008). According to thagital Britain report (BIS, 2009, p.32), 15
million adults did not use the internet. Even bylye@009, 30 percent of those aged 14
and over did not use the internet (Dutton et aQ®@.4). Non-use of the internet seems

to be due to various combinations of lack of skidck of resources and, most
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importantly, lack of interest (ONS, 2008d; Duttanag 2009, p.4). Those who are aged
65 and over, who left education at secondary sclewvel, who are in social class DE and
who are financially poor are least likely to beeatl access or use the internet effectively
(Ofcom, 2009a, p.13). Most non-users have nevet tlee internet and do not expect to
do so in the future (Dutton & Helsper, 2007, pp.®)&But there is an important minority
who have used the internet in the past but no lodgeo (Katz & Rice, 2002, pp.67-81).
In Britain, this accounts for around 6 percent ofi$eholds (Dutton et al, 2009, p.7).
However, for simplicity, the model assumes thateoao agent adopts the internet, it
continues to do so.

Table 8.2.1: Adults under 70 with household interrne
access by educational qualifications: UK: 2008.

In 2008, those with no formal Percent
e Education

qualifications were almost half as Degree 93
; Higher 86
likely to have access to the ALevel 80
internet at home as those with GCE/GCSE (A-C) 82

GCE (D-G) 74
degrees (Table 8.2.1). No formal qualification 56

Source: ONS (2008d).

Fig. 8.2.3: Internet and mobiles by class: 2007.
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As long ago as 1994, Haddon & Silverstone pointedtioat for “many of the elderly in
particular, the social trend of automated officesf the 1980s had arrived too late in

their working lives; for many of this generationabhort, computer technologies

281



Chapter 8

remained beyond their horizons”. On that basis n@rtose who retired before around
1990 were unlikely to have used PCs at work. Takimgystandard retirement ages, this
implies that those who are now in their 80s will toeich less likely to be digitally
literate. Thus Lai (2008) distinguished between ‘ffo@ing-old’, aged 60 to 75, who had
used digital communication technologies at workaomanage family life and the ‘old-

old’ (75 and over) who were not familiar with thexhall.

Adoption of mobiles declines with age. In 2001 he8rout of 10 of adults under 25 had
a mobile phone compared to under a quarter of thgeel 75 and over. By 2007, the
proportion of “household reference persons”, gdhemged between 25 and 85 (see
Chapter 7), with mobiles still fell with age, althgh less sharply than previously (Fig.
8.2.4).

Fig. 8.2.4: Mobiles by age: 2001, 2003 & 2007.
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Use of the internet falls with age too. And evern2b@8, this was particularly marked for
those aged 65 and over, only 30 percent of whomelad used the internet (as shown in
the top panel of Fig. 8.2.5). Unfortunately thisad&om the ONSnternet Access Surye
does not distinguish between the younger eldentiytha very old. To try to fill this gap,
a special tabulation was commissioned from ONS sigpwouseholds online by age of
the ‘*household reference person’ (the replacemeanthiead of household’). Although
this series does not represent the under 25s itveties provide detailed figures for those
aged 65 and over. Subsequently further data wasdftnom Ofcom which distinguished
those aged 75 and over. While these three seriasureinternet use in slightly different
ways, they are all for 2007. The bottom panel of Bi2.5 and Table 8.2.2 illustrate how
important it is to distinguish between the ‘youridegly’, aged 65 to 69, almost half of
whom used the internet in 2007, and the ‘old eldeslged 80 and over, of whom only 15

percent used it.

Table 8.2.2: Internet use by those aged 65 and ov&007.

Age Percent ever | Percent with | Percent who Percent of
used the internet at use internet HRPs with
internet home internet
connection
(ONS) (Ofcom) (Dutton) (ONS)
65-69 35 40 46
70-74 35
75-79 29 9 20 24
80+ 15

Sources: ONS (2008a, 2008d) OIS: Dutton et al, 2G4027; HRP: Special tabulation froffamily
Spending Surve3007.

Thus age and class are key determinants of adopi®nvell as replicating the overall
adoption rates, the model also aims to replicaeséhage and class variations by
allocating each agent a digital literacy score. Te¢ails are in Box 8.2.3, with the

resulting distributions shown in Fig. 8.2.6.
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Fig. 8.2.5: Internet use by age: 2000-2008.

(a) The proportion of adults who have ever used the internet: GB, 2000, and UK, 2008.
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(b) Internet use by age: alternative measures in 20 07
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Box 8.2.3: Calculation of digital literacy scores.

Chapter 8

Logistic curve.
Percent adopting =
1
1+ eaAgeD)

The higher is a, the greater the effect of
age. The higher is b, the further right the
curve lies.

Setting a = 0.1 and b = 5 implies that
increasing age has little effect on
adoption up to 30 and after 70, as shown
in the middle, solid line, in the graph in
the right hand panel.

Keeping b = 5 but setting a = 0.2 would
mean age has a much faster effect with
no one over age 50 adopting, as shown
in the dashed line.

Keeping a = 0.1 but setting b = 7 would
imply that half those aged 70 and over
adopted, as shown in the dotted line.

So the digital factor is defined as:
3 1
1+ g(-2Agerb)

where a = 0.1 and b varies by class:
- for ABs, b =6,

- forCs,b=5.5and

- for DEs, b =4.

This digital factor is the same for all
agents of the same age and class and
ranges between 0 and 1: for example, 10
year old ABs have a score of 0.99 while
95 year old DEs have a score of 0.004.
The results are illustrated on the right.

To introduce variation between agents of the same age and class, the digital factor is then taken
as the mean of a random normal distribution, with a standard deviation of 0.25. The number
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DigitalFactor

generated becomes the agent’s digital literacy score.

The scores are normalised with a mean of 1.

The results are shown in Fig. 8.2.6.
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Fig. 8.2.6: Model results: distribution of initial digital literacy scores.
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Income and literacy

Thus in the model, age and class determine adoftimngh income and digital literacy
as shown in Fig. 8.2.7

Fig. 8.2.7: Role of age and class in the model.

Age
Class
/ \ Digital
Income literacy
Adoption

If there were no income or digital literacy threkts) all agents would be online. The
higher the income and digital literacy thresholds set, the fewer will be online. The
income and digital literacy thresholds were chagegenerate as closely as possible the
1998 adoption figures: about a quarter with molalled 10 percent online.

e The income threshold was set at 1.33 for mobiles @8 for computers (where
the initial average income equals 1), although s in effect blurred to allow
for the fact that some poorer people do choosauyodigital communications or,
in the case of internet connections, bought commpwtean earlier time when their
income was higher: 5 percent of those below thestiwld for PCs and 10 percent
of those below the mobile income threshold werevad to adopt.

* The mobile digital literacy threshold was set & &nd the internet digital literacy
threshold at 1.4 (where the initial average is If)there were no income
thresholds initially, some 85 percent would have haobile phones and about

one in six would have been online.
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Incomes rise at 2.4 percent a year. The digitldity score is raised in two ways. For the
population as a whole, the average score risesighrthe ‘generation effect’; older, less

digitally literate agents are replaced by youngeore digitally literate agents. For the

individual, it rises due to social pressures, gdared next.

Personal and social networks

As noted inDigital Britain (BIS, 2009, p.32), social pressures can providergortant
incentive to acquire digital skills. To reflect shithe model assumes that an agent’s
digital literacy score rises in line with both tpeoportion of adopters in its personal
network, to reflect the direct influence of frienaisd family, and the overall proportion in
society, to reflect general economic and sociabguees. The two are given different
weights. The personal network is determined by dbeal reach. The social network,
means all the agents in the model. Thus adoptidniven by a positive feedback loop: as

more agents adopt, more will adopt.

For mobiles, there is no personal network effedanee mobiles can be used for voice
calls to fixed line phones and, as shown in Tahle33 almost everyone has one or other
types of phone. By 2001, Oftel (2001c, para 4.3preed that “the mobile has created a
culture in which it is assumed that most peoplecardgactable all the time as a matter of
course”. This social pressure is reflected in tt®ueption that the social network weight
is 0.1. This means that the scope for mobile digjieracy scores to increase is limited:

those with scores of 0.4 or less will never redhadoption threshold of 0.5.

For the internet, a personal network effect is amliin addition to the social network
effect: the personal network effect is given a \eigf 0.75. There is therefore much
greater scope for social influence to increasealigjteracy scores. Nevertheless, no one

with a digital score of less than 0.55 will everauine. (Details in Box 8.2.3.)
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Box. 8.2.4: Combinations of personal and social ngbrks needed to reach digital literacy
thresholds.

The digital literacy score is given by the base score, which is determined by age and class, as
described in Box 8.2.3:

+ personal network weight x % personal network adopting

+ social network weight x % whole social network adopting

Mobiles

Personal network weight = 0

Social network weight = 0.1

So the digital literacy score = base score + 0.1 x % all agents with mobiles.
If the base score = 0.4 and adoption is 99%, their score is only raised to
0.4 +0.1x0.99 =0.499

As the threshold is 0.5, such an agent will never adopt.

Internet

By definition, if the agent’s score is 1.4, the  Personal network weight = 0.75

agent will adopt with no social influence. Social weight = 0.1

If an agent initially has a digital literacy Initial digital literacy scores

score of 1 — the average — its score will

reach the internet threshold of 1.4 when ———06 — =075
just over half of its personal network are 1 1.25

online even if almost no other agents are

online (as indicated by the solid line). © 100 = ==="_"_]
= 901 __
If, however, its initial score is 0.6, then it S 80 o -
will only reach the online threshold when S 70 =
over 90 percent of its personal network is % 60 -
online (as indicated by the broken line at £ 50
the top right hand corner). g 40 |
3 30
Those with scores below 0.55 will never go g 204+
online. S 10
S 0 ‘
0 50 100

% of all (social network) online

The social reach for personal networks is set {@bsng an average personal network of

7 (as shown in Fig. 4.1.2). As in Chapter 7, thendg are grouped by class (see Box

7.4.1). As in previous models, ‘socialshifting’assumed whereby a proportion of agents

move randomly each time period to reflect socialement. In this model, it is assumed

that 5 percent of agents shift each period. The aha@hd key assumptions are

summarised in Box 8.2.4.
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Box 8.2.5: Summary of adoption model and base caassumptions to 2007.

Initialisation

Agents created and distributed randomly.

Agents in top left quadrant designated class AB, in bottom right hand quadrant, class DE. Others,
class C as described in Box. 7.4.1.

Agents allocated ages as described in Box 8.2.1.

Agents allocated income as described in Box 8.2.2.

Digital literacy calculated based on age and social class as described in Box 8.2.3.
Mobiles, PCs and internet access allocated to agents whose digital literacy and household
incomes exceed the appropriate thresholds (but some of those who are sufficiently digitally
literate but whose income is too low are allocated mobiles and PCs.)

Initial summary statistics recorded.

Execution

Agents age and die. Replacement agents are created.

Agents move by socialshifting.

Incomes grow and prices fall.

Agents reaching 65 retire.

Agents’ digital literacy score re-calculated, taking into account the personal and social network
effects.

Mobiles, PCs and internet access allocated to agents whose digital literacy and household
incomes exceed the appropriate thresholds.

Summary statistics recorded.

Base case assumptions to 2007

Both mobile and internet

Incomes grow at 2.4% a year

Socialshifting rate: 5%

Digital Literacy parameters: a: 0.1 and b varies by class:

- for ABs, b =6,
- forCs,b=55and
- for DEs, b =4.

Standard deviation = 0.25
Social reach = 15
Mobile Internet
Coverage 1998: from age 18. From age 10
Thereafter from age 10.
Network effects

- Personal network weight 0 0.75

- Social network weight 0.1 0.1

Digital literacy thresholds Mobile adoption: 0.5 PC adoption: 1
Internet adoption: 1.4

Initial income thresholds 1.33 0.9

% ‘poor’ households adopting  10% 5%

Price fall per year 5% a year 20% a year
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Results

As noted above, the digital literacy scores rise ti the ‘generation effect’ and the
positive feedback loop resulting from the influerafethe personal and social networks
on the digital literacy scores. Fig. 8.2.8 showsvhihe scores rose overall and for
different ages and classes:
* in 1998, the average score for all classes andgalé except the oldest exceeded
the mobile digital literacy threshold of 0.5;
» the overall average digital literacy score excedtiednternet threshold of 1.4 by
2003 but those aged 75 and over and those in Cl&ssvere on average still
below the threshold in 2007.

Fig. 8.2.8: Model results: increase in average digil literacy scores by age and class: 1998-
2007.
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The model broadly tracks both the overall growthhofiseholds with mobiles and the

growth in the top and bottom income deciles betw&8A88 and 2007, as well as

replicating mobile adoption by class and age in72@3 shown in Fig. 8.2.9).

Fig. 8.2.9: Model results: mobiles.

a) Adoption from 1998 to 2007. b) Adoption by class in 2007.
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Fig. 8.2.10 shows the results for the internet. uelel tracks the growth of households
online between 1998 and 2007 well and broadly capdis the proportions in the top and
bottom income deciles between 1998 and 2007. 4 edproduces the proportion of
different classes on the internet in 2007. Howewbe model rather over-predicts
adoption among those under 25 and under-predicigtiad of those 45 and over. This is
discussed further below.

Fig. 8.2.10: Model results: internet.

a) Adoption from 1998 to 2007. b) Adoption by class in 2007.
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Fig. 8.2.11: Model results: percent with
neither mobiles nor internet by age in 2007.

According to Ofcom (2008a), 58 percent of
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The sensitivity of the model to key assumptions wested. The results for mobile
adoption are shown in Fig. 8.2.12. Removing theatawtwork effect or mobile digital
literacy thresholds had little effect on the rat@doption according to the model. It is the
economic factors which appear to be most significéine model suggests that:
« with no price reductions or no economic growth, #ageption of mobiles would
have been lower between 2001 and 2006;

e without the income thresholds, adoption would hiagen much faster.

Fig. 8.2.12: Model results: mobile adoption: sensitity to key assumptions.
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The sensitivity results for internet adoption an@wn in Fig 8.2.13. In contrast to the
results for mobiles, the personal and social ndiweffects and the digital literacy
thresholds were important. With no income limitjpiibn would have been slightly
faster, and with no price falls, slightly sloweicdhomic growth seems to have had little
effect. Nor did increasing socialshifting to 20 gt each year.

Fig. 8.2.13: Model results: internet adoption: sensvity to key assumptions.
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As digital literacy turns out to be so importafhie teffect of changing the distribution of
digital literacy scores was investigated. This wase in two ways. As noted above, the
parameters used tended to overestimate the effeage@ Thus the age factor in the
calculation of the digital literacy score was regicirom 0.1 to 0.08. In order to
reproduce the percentage online in 1998, the iatehreshold was also reduced, to 1.33.
On this basis the model did generate a betteriloigiion by age for 2007 but the overall
adoption level was higher than actually occurr&ee(Fig. 8.2.14.)

Fig. 8.2.14: Model results: internet adoption: assming age factor of 0.08 and internet
threshold of 1.33.
a) From 1998 to 2007
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b) By age in 2007
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Second, a more radical approach was taken. It wsgnzged that there were no age or

class effects but that digital literacy scores watteerwise calculated as before. On that

basis, only 5 percent of agents would have excetaethternet threshold of 1.4 initially

compared to 17 percent in the base case. As at rasiyl 3 percent would have been

online instead of 10 percent. The method and resué explained in Fig. 8.2.15.

Fig. 8.2.15: Model results: distribution of initial digital literacy scores: base case compared
to no age and class effects.

Method
As explained in Box 8.2.3, the calculation of the digital literacy scores was based on the digital
factor, which was defined as:
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where a = 0.1and b varied between 4 and 6 depending on class. In this alternative scenario, both
a and b are set to 0. Thus the digital factor was reduced to
1

1+¢€°
which equals 0.5 for all agents. As before, the digital factor was taken as the mean of a random
normal distribution with a standard deviation of 0.25 and normalised to give a mean of 1.
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Fig. 8.2.16: Model results: internet adoption
assuming no age or class effects on digital
literacy.

With no age or class effects on digita’
literacy scores and the threshold set
1.4, adoption reaches only 12 percent b
2007, as shown by the thin line in Fig.
8.2.16 (instead of 60 per cent). Howevel
the digital literacy threshold was chosel
on the basis that about 10 percent woul
be online initially and to achieve this with
no age or class effects, the threshol
would have to be set at 1.2. But this lowe
threshold results in much faster adoptio
(as shown by the dashed Iline ir
Fig.8.2.16). Furthermore, using this
method of calculating digital literacy
scores fails to reproduce the observe

pattern of class and age take-up.

This is an interesting result. Not only does it iyjnfhat the assumptions made about
digital literacy are plausible, but also suggestst tclass and age were important in
generating a set of early adopters who in turn eraged adoption through the network

% with internet

100

90
80 -
70
60
50 -
40 -
30 -
20
10 A

0

Base case

No age/class: Threshold =1.4
— — — No age/class: Threshold =1.2
®m  Actual

Sgurce: Actual: ONS (2008a).

effect. With no age and class effect on digitarbicy, the initial take-up of the internet in

is low and thus, due to the weakness of the netwtidct adoption of the internet does

not ‘take-off’. In effect, no critical mass is rdwd.
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8.3 Model of Use

This Section extends the adoption model to exams@eof mobiles and the internet.
Mobiles

Mobiles can be used to make voice calls and sexi$ #&nd, more recently, picture
messages, both still and moving. Castells et aD{2(Q251) argued that the key
characteristic of mobile devices is not their @pito link people on the move but the fact
that they are person-to-person devices in contmdixed line phones which provide

place-to-place connectivity. They asserted that thonnectivity has strengthened
individualism. By providing direct person-to-persa@onnectivity, mobile phones do
appear to have increased connectivity: the totahber of voice calls has risen and
texting continues to grow. And new practices haeerbobserved, for instance the
‘goodnight’ text messages sent between teenagexgdfT & Harper, 2003; Harper &

Hamill, 2005; Castells et al, 2007, pp.179-184)ugihing has argued (2008, pp.186-7)
that the changes we are observing are not a sishiftefrom gemeinschaft to gesellschaft

but rather that social cohesion is being “recatdxnta

Mobile phones have encouraged travel in at leastethvays: by freeing people from
fixed line phones, by allowing better use of otheevdead’ time while travelling and by
facilitating travel arrangements.

e Because mobiles provide person-to-person rathern thalace-to-place
communication, people are freer to move: they atted to a place while
awaiting a call.

* Because mobiles enable people to communicate witér® while on the move,
they can make use of otherwise ‘dead time’ (Casttlal, 2007, p.176).

* Because mobiles facilitating flexibility and spomegty, they have enabled
meetings that would not otherwise have taken pl@estells et al (2007, p.249)
noted the rise of “ad hoc groupings to take preseeever formal structures of

interaction and participation”. The arranging ofeatiegs ‘on the fly’ has been

300



Chapter 8

noted by many (for example, Ling & Yttri (2002),ng et al (2005), Matsuda
(2005, pp.128-129) and Schiano et al (2002)).

Mokhtarian & Salomon (2002, pp.163-4) reported tstodies of the impact of mobile
phone use on travel in the US. A study undertaked991 found more respondents
reported fewer, shorter trips than more, longgostimplying substitution dominated
(Yim, 1994). A later study indicated that use of bibes generated trips rather than
substituting for them (Yim, 2000).

In 2008, Ofcom (2008b, pp.294-6) reported that @cent of people with mobiles and
fixed line phones used mobiles when they were atehand that a major reason for this
was the price, especially the desire to use upugng minutes on mobile contracts. Not
surprisingly therefore, the volume of voice calienfi fixed lines has fallen since 2003,
while that from mobiles has risen, driven by insiag mobile-to-mobile use (Fig. 8.3.1).
However, total calling has increased; thus the Wkno exception to Castells et al's
(2007, p.7) observation that: “In most countriesbiteo phones have not yet become
substitutes for wired phones but rather act asgptement”.

Fig. 8.3.1: Outbound call volumes: 2002-2007/8.
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Although voice calls can be made between mobitk fated phones, text and picture
messaging are almost invariably sent between nmob8eéce 1999, the number of text
messages sent in the UK has grown at almost 3 qeacsmonth, or by over a third each
year (top panel of Fig. 8.3.2). This growth is é&ghan can be explained simply by the
increase in the number of mobiles. As noted in @&rap, the number of possible links in
a network increases by the square of the numbeondés. Taking nodes to be mobiles
and links as text messages, the lower panel of&8j2 shows that the number of texts
grew by a power of three, rather than two as inaplig just the growth in nodes. In other
words, the growth in texting cannot be explainetelgoin terms of the growth in

adoption of mobiles.
Fig. 8.3.2: Growth of text messaging (SMS): UK: 1982008.
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Multimedia messaging (MMS) arrived in the UK in anal 2002-3 with the introduction

of so-called 2.5G phones and has become incregsavgilable (Ofcom, 2008b, p.305).
Despite this, the use of SMS continues to riseomting to Ofcom (ibid) the reasons are
“‘complex”, including culture and pricing. The ModiData Association (MDA, 2009a)

suggested that

“While SMS is used for conversational activity, MMS much more ‘event’
driven, and this was underlined by the seasonalofig®mth technologies during

the festive period... It is clear that MMS and S8 continue to co-exist and be
complementary technologies.”

Fig. 8.3.3 shows the growth in MMS: in December 086 million picture messages

were sent compared to 7,710 million text messagest for every 1,000 text messages.

Fig. 8.3.3: Growth of picture messaging (MMS): UK:April 2006-December 2008.
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Mobiles are generally used to strengthen existieg, ti.e. create the ‘social solidarity
effect’ defined in Chapter 5. “Mobile devices dot remable more social relations but
more intensive relations with already existing abcontacts” (Vincent & Harper, 2003
p.3), especially for children and teenagers (Harp@d3; Castells et al, 2007, pp.153, 181
& 249). According to Koskinen (2008), multimedia ssaging “almost exclusively takes
place in a network of strong relationships” anduged by couples to maintain co-

presence. Consequently, the use model focusesteragtion with the agents’ personal
network, those within the social reach of 15.
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Dutton et al (2009, p.11) reported that internetressmade more use” of their mobiles
than non-internet users, suggesting that digitatdcy might be important, as noted in
Section 2. Efficient texting does require practacel use of more sophisticated features
certainly requires familiarity with digital devicase. ‘digital literacy’. While mobiles
enable people to do more than just make voice,das-thirds of mobile users do not
use the ‘advanced features’ such as sending pl@S, 2008d). Even texting is not
done by all mobile users. While texting is a boonthose with poor hearing, it has been
of little use to those with poor vision (Goggin,0&) pp.89-103). It is therefore not
surprising that in spring 2008, just over a halfwdbile users were not daily texters and
indeed, a fifth of UK adults reported that they eeused text messaging (Ofcom, 2008b,
p.305). Furthermore, in late 2007, 11 percent obilrousers reported that they had no
interest in texting (Ofcom, 2008a). This variedttel by class but rose sharply with age
(Fig. 8.3.4). Thus digital literacy threshold fexting is set at the initial average score of
1 (compared to 0.5 for adoption). This thresholdwen average, exceeded by DEs by
2002 and by those aged 75 by 2007.

Fig. 8.3.4: Mobile users not interested in textindpy class and age: 2007.
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As in Chapter 6, the model of use focuses on lidks.noted in Section 1, almost
everyone had either a fixed line phone or a molsilemobile users could make voice
calls to all their personal network. On this ba#ii® growth in potential links is simply
the growth in adoption: the potential links from lofles trebled between 1998 and 2007.

However, the data on calls starts only in 2002, waecording to the model, 63 percent
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of agents had mobiles. As this had risen to 87 guerby 2007, then calls would have
risen by 40 percent (87% / 63%).

However, the increase in mobile calls over thisiqgutehas been driven by mobile-to-
mobile communication, and mobile-to-mobile voicdlscancreased by 60 percent (Fig.
8.3.1). The model replicates this increase: madioHerobile links increase by two-thirds
between 2002 and 2007, with average mobile linksagent rising from 3 to 5 (shown in
row 5 of Table 8.3.1).

Unlike voice calls, texting can be carried out obgtween mobile users able to text. The
first full year for which there is data on the nwenlof texts sent is 2000. Between 2000
and 2007, the number of texts increased ninefad fsg 8.3.2 above). According to the
model, in 2000 49 percent of the agents had mofrites 1 of Table 8.3.1), of whom 70
percent were texters (row 6), of whom, in turn,pg@tcent had text-using friends in their
personal network (row 7). So overall, about a tloféll agents were texters (row 9) and
these had on average three texting friends (row)s in 2000, there was on average 1
text link per agent (row 10). By 2007, all thesgufies had increased (as shown in the last
column of Table 8.3.1) giving an average of 3 tints per agent, treble the level of
2000. Given the observed ninefold increase, thebmurof texts sent per link must also
have trebled.

Table 8.3.1: Model results: mobile links: 1998-2007

Row 1998 2000 2002 2007
1 % with mobiles 27 49 63 84
2 |% of mobile users with mobile-using friends 86 96 99 100
3 [With average no. of mobile-using friends 2.7 3.9 4.7 6.0
4 % of all with mobile-using friends (1) 23 a7 62 84
5 |Average no. of mobile links per agent (2) 0.6 1.9 3.0 5.1
6 [% with mobiles able to text 65 70 71 75
7 |% of texters with text-using friends 76 91 96 99
8 [With average no. of text-using friends 2.2 3.1 3.6 4.7
9 |[% of all with text-using friends (3) 14 31 43 62
10 |Average no. of texting links per agent (4) 0.3 1.0 1.6 2.9

(1) Row 4 =row 1 x row 2 (2) Row 5 =row 6 x row 7

(3) Row 9 =row 1 x row 6 X row 7 (4) Row 10 =row 8 x row 9
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Internet

The focus of this study is social person-to-persommunication and the internet now
provides a range of suitable communication modesile chat rooms, forums, mailing
lists, instant messaging, blogs, social networ&ssiind internet mediated phone calls.

(Work orientated activities are not covered here.)

Each mode has a different history and differentattaristics. Each is now considered
briefly in turn.

* Email provides one-to-one or one-to-few, asynchusncommunication. The first
email was sent in 1971 (Cummings et al, 2006, p.26@ by the 1980s, was in
use in some organisations, especially academiaofgid087; Batty, 1997). Thus
email can be taken to be the initial method ofrimé& communication.

e Chat rooms — one-to-few and synchronous — plugrisrand mailing lists — one-
to-many and asynchronous — grew out of the bullbtards of the 1970s and
Usenet groups of the 1980s (Kitchen, 1998, p.32yulbly, these are not forms
of personal communication, yet they do enable pedpl get to know others (Di
Gennaro & Dutton, 2007).

* Instant messaging (IM) provides one-to-one synabusncommunication. The
modern version appeared in 1996 (Cummings et 86,20.266).

* A blog, short for “weblog”, is a journal or newskst that is frequently updated
and is for public consumption (Hodkinson, 2007; @f¢ 2008b, p.350). Blogs
thus provide asynchronous, one-to-many communicafb its simplest blogging
requires only access to a web page: but in the1880s web page creation was
restricted to the technically competent (see faneple, Savola, 1995). Although
likened to broadcasting, often the audience isadlgtfriends and family (Nardi et
al, 2004). However, there is contradictory evideasdo whether or not blogging
generates friendships (Pickagf)09; Di Gennaro & Dutton, 2007). The arrival of
Twitter in 2006 introduced “micro-blogs” (Lenhart & Fox, @& which, it could
be argued, are more like social network sites.

» Social network sites (SNS) combine features sedarums and chatrooms in the
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late 1990s (Ofcom, 2008d, p.10). According to B&yRllison (2008) SNS differ
from forums in that SNS are “structured as persdoafegocentric’) networks”
rather than by topic. They defined SNS as:

“web-based services that allow individuals to (@)struct a public or semi-public
profile within a bounded system, (2) articulateisa bf other users with whom
they share a connection, and (3) view and traversi list of connections and
those made by others in the system”.

On this definition the first SNS was launched i79Boyd & Ellison, 2008).
But it was 2005 before Ofcom noted a “rapid” growtitthe popularity of SNS in
the UK (Ofcom, 2006, p.172), since when their papty has mushroomed. In
2009, the averag€acebookuser spent 6 hours a month on the site (Ofcom,
2008d; Ofcom, 2009b, pp.289-9).

* Voice-over-internet (VolP) is a way of using théeimet to make phone calls and
is therefore a direct substitute for fixed line amdbile phones. By adding a

webcam, video calls can be made. They are one¢aod synchronous.

Academics have been concerned that the interneobtiggood for social cohesion: for

example Kraut et al (1998) — albeit later retrac(daut et al, 2002) — and Nie &

Hillygus (2002) — although dismissed by Boase (3008 methodological grounds.

Rather there is a growing body of literature thaggests that those online are more
sociable than those who are offline (such as Kaiié& (2002, pp.263-4), Di Gennaro &

Dutton (2007), Wang & Wellman (2009) and ThelwalDQ8)) and that those who are not
online are more likely to be lonely than those vane online (Dutton et al, 2009, p.5).

Unlike with mobiles, where there is data on the utes of voice calls or the number of
text messages, there appears to be no time seradialde recording the number of
emails, let alone IM interactions. Reliance therefbas to be placed on surveys, which

are often ad hoc.
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“Internet communication has not replaced other rsaafecommunication” (Kennedy &
Wellman, 2007; Boase et al, 2006; Katz & Rice, 2(82228-235). Tillema et al (2008)
found that the frequency of face-to-face commurmcatvas “positively correlated with
that for electronic communication”. Internet usel anobile ownership have been found
to be “highly related” (Katz & Rice, 2002, pp.2534 Dutton & Helsper, 2007, p.20).
Licoppe & Smoreda (2006) pointed out that emailciseaper’ in time and money,
making “it possible to have frequent small exchatigAs noted, use of SMS and MMS
in the UK continues to rise despite the availapibf email and IM (Ofcom, 2008b,
p.305). Some have suggested that email has redalmgzhone and face-to face contact
(in the US, Quan-Haase & Wellman, 2002; Bonevd,&2(01; and in the UK, Stoneman,
2008). Not only do internet-based communicationsmmete with face-to-face
communication, mail and phones, but also with omettzer. For instance, blogging has
been found to reduce email (Nardi et al, 2004) @nltiren have been found to prefer IM
to email (Ofcom, 2008b, pp.129 & 345). Stern (2008)ynd that it was internet
proficiency rather than merely access to the imetimat determined the effect on the use
of alternative communication modes: for more exgrezed users there was a reduction in
both face-to-face interaction and telephone useisTih general, the complementarity
effect seems to outweigh the substitution effeithee of other modes of communication

or of travel.

Stoneman (2008) suggested that the internet “simyggrates into people’s life (sic)
without radically altering it for better or for wae” and that

“internet usage is simply adopted to facilitateeatty existing practices. The
adoption itself does not lead to individuals tramnsfing their patterns of thought
or behaviour; it simply makes existing practicesrenconvenient to perform (for
example, online shopping or searching for newslas).”

In Kids will always be KidsiHarper and | argued much the same in the contaxiobile
phones (Harper & Hamill, 2005). This, accordingBoynin & Kraut (2006, p.6) is a
narrow view of the impact of technology in whichopée do the same sort of things in
new ways. Stoneman (2008) suggested that the ingfattie internet will change as

people become more proficient users, and substitigifects may take time to evolve.

308



Chapter 8

But Brynin & Kraut (2006, pp.4 & 6) argued that tiiernet could result in “qualitative

changes in daily life” in which people accompligtwngoals.

Skills

Although most internet users use email, use obther internet communication modes is
less common as shown by Tables 8.3.2 and 8.3.3s@ut of the findings reported in
these tables do look questionable: do 1 in 5 realiye a blog or maintain their own
website as suggested in Table 8.3.2? Maybe somtheofrespondents meant they
commented on a blog or newspaper article? Anotherce, shown in the third column,
suggested only 1 in 5 even read blogs. But it deesn likely that by 2008, about 9 out of
10 internet users used email but half did not a&anced services” such as chat rooms,
VoIP and SNS. Use of all types of internet commaten declines with age but there
appears to be no variation by class.

Table 8.3.2: Use of internet for communication: 208-2009.

Percent 2005 2008 2009

Current Recent Current | “Retired”
users users users current

over 14 over 14 users

Send email with attachment 66 74 67

IM 56 29 64 35

Social networking sites 49 12

Post pictures/photos 18 44 Na

Chat room 26 20 27 6

VolP 13 10 23 14

Video calls (via webcam) 12

Reading blogs 21

Write a blog 17 7 22 11

Maintain personal website 18 20

None of the above 53

“Recent” means used in last three months
Sources: 2005 and 2009: Dutton et al (2009, pp2228R 2008: ONS (2008d).

Table 8.3.3: Non-use of internet for communicatiofoy class and age: 2007.

% of those with internet access All over Class Age

who never... 15 DE 16-19 65-74 75+
Send or receive emails 9 13 6 16 19
Use IM or chat rooms 63 57 21 88 100
Maintain website or weblog 79 79 57 92 100
Look at social networking sites 62 57 17 96 100

Source: Ofcom (2008a).
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Thus broadly following Helsper (2008, p.11), intetrrusers in Britain in 2008 can be
broadly divided into four groups:

* Non-communicators: about 1 in 10;

* Basic communicators, who use only email: aroungel@ent;

* Intermediate communicators, who use IM and soce&iivark sites: about 40

percent;

* Advanced communicators who write blogs, say 1 in 10

The internet thus offers a wide range of opportesifor social connectivity. Indeed,
Katz & Rice (2002, p.347) argued that it is thisiety that makes the internet different:
“it supports any network form”, one-to-one, onefée+ and one-to-many. Adding this
typology to an adaption of Zhao & Elesh’s (20083tidiction between social domains,
Table 8.3.4 illustrates the possibilities provideg online connectivity: the ‘private’

domain is akin to home, while ‘public’ domains akin to pubs, clubs and societies.
None of the older communication modes offered thglip domains. Before the internet,

to communicate publicly meant travelling to a placgéside the home.

Table 8.3.4: Social domains online.

Domain Network Online
Synchronous Asynchronous
Private One-to-one or IM Email
one-to-few VolP
Public One-to-few or Chat rooms Mailing lists
(restricted to one-to-many Forums
members or Blogs
open to all) Micro-blogs
SNS
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Global village

There are two ways personal networks can be exdetleugh internet use.

First, the internet enables people to keep in touth those with whom contact would
have been lost because of the cost and difficdltyjaintaining contact by other means.
As noted above, having bought the equipment andl thai broadband subscription, using
the internet for communication is free at the paihtse. By 2007, two-thirds of users of
SNS used them to keep in touch with friends andlyathey rarely saw, and nearly half
used them to look up people with whom they had tmsttact (Ofcom, 2008d, p.41).
Carrasco et al (2008a, 2008b) noted the importaficmail for maintaining contacts,

especially over larger distances.

Second the internet enables people to create mis by using the public social areas.
Wang & Wellman (forthcoming) reported that in 20@@out one-fifth of adult internet
users had “virtual only” friends (i.e. those theadmever met in person), but on average
these had 5 such virtual friends. But such averdges a large variation, with a few
having a very large number of online only frienisd). British studies reported that:
o in 2005, about one in five internet users had “met friends online” (Di
Gennaro & Dutton, 2007);
o0 in 2006, 15 percent of those who used the intexhebme used it to meet new
people (Ofcom, 2006, p.172);
o in early 2009, “38% of internet users had met sameon the internet that
they had not known before” (Dutton et al, 2009)p.5
Some of these new friends “migrated from onlineotitine contact”. 15 percent in the
US in 2007 (Wang & Wellman, forthcoming) and in tbK, about half of those who had

made new friends online had met one offline (Di @0 & Dutton, 2007).
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The model

The model looks at the links created by commurocativer the internet.

Based on an “intentional personal network” (desaim Chapter 5), agents’ initial social
reach was set at 30, which, as shown in Fig. 49iv8s an average personal network

ranging in size from about 11 to 52 with an aversige of about 28.

Overall, three-quarters of internet users in e20®P9 considered their internet skills
“good or excellent”, but this varied from nearly atudents to only half of those who
were retired (Dutton et al, 2009, p.14). Far fewere so confident in their social skills
such as making friends online (Dutton et al, 2G0%5). Ability shapes the pattern of use
(Di Gennaro and Dutton, 2007) and the impact ofitternet on social contacts increases
with experience (Stern, 2008; Dutton et al, 2009).pTo reflect this, two further digital
literacy thresholds are added to the model: 1.@swemail, and 1.7 to use the advanced

features.

‘E-friends’ are agents with whom contact is mainéal through the internet. Agents
using email create a group of ‘local e-friends’ wdre within their social reach and also
use email. The model assumes that agents keemiaatavith these friends if they move
beyond the social reach due to socialshifting,they become ‘distant e-friends’. Once
agents become advanced users, however, they camdin friends online, within their
new virtual reach, which increases as their diditatacy score rises. Thus agents who
are online have four basic types of contacts:

« ‘offline only’, who are within the social reach aace only contacted offline.

* ‘local e-friends’, who are within the social reaahd who are also contacted

online.

» ‘distant e-friends’, who were once within the sbcemch but are now outside it.

» ‘virtual e-friends’ who are beyond the social re&ch within virtual reach.
These distant and virtual links would not exist evérnot for internet communication.
(Details in Box 8.3.1.)
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Box 8.3.1: Internet use model: e-friends.

Virtual reach = social reach + (digital literacy score — advanced user threshold) x 10.
Social reach = 30
Advanced user threshold = 1.7
Examples:
« If the agent’s digital literacy score is 2.1, the maximum score in 1998, then its virtual

reachis 30 + (2.1 — 1.7) x 10 = 34.
* By 2007, the maximum social reach is about 2.8 giving a maximum virtual reach of
30 +(2.8—1.7) x 10 = 41.

All e-friends within the social reach were counted as local e-friends. By definition, virtual e-friends
are beyond the social reach.

To avoid double counting distant e-friends and virtual e-friends: the two sets of e-friends were
identified, the lists compared and duplicates removed. If a virtual e-friend is already a distant e-
friend, it is counted as a distant e-friend.

Advanced users are only connected with those who can reciprocate links i.e. links are only
permitted if their length is less than the virtual reach of both of the agents it links.

The rate of socialshifting is a key determinanthe number of distant e-friends, those
with whom contact is maintained despite moving awihus two rates of socialshifting
were assumed, 5 percent, as for the adoption madel20 percent in order to bracket the
likely impact. As distant e-friends are createdsbgialshifting, there are by definition no
such friends in the model in 1998. As few peoplellddave had such social links at that

time, this initialisation problem is probably nobtserious.

Results

The full results are given in Table 8.3.5. Accoglio the model, in 1998, 60 percent of
those online used email and 16 percent were addamers. By 2007, these proportions
had increased to 90 percent and 70 percent regplgctbroadly in line with some of the
findings reported above. As more agents came ormdimee became advanced users, the
number with e-friends rose and so did the numbes-fsfends each had. Thus by 2007,
those online had on average 1% more people in geegonal networks than those who

were not online, due to distant and virtual e-fagn
In 1998, 99 percent of the average personal netWvackbeen offline only, but by 2007,

over a third involved some online contact and X @et were distant and virtual e-friends.

Again, following the approach set out in Chaptem61998, there were 0.15 online links
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per agent and by 2007, this number had risen nae sixty-fold, to about 11. As noted
above, in 1998 there were no distant e-friend linkstual e-friend links were rare. By
2007, there were around 0.7 per distant and virdiiend links per agent. These are

links that would not have existed had there beeaamomunication through the internet

The socialshifting assumption appears to make fierdnce overall, because although it
does increase the proportion with distant e-frieadd the number of such friends, the
scale is still small. However, this model does albaw for that fact that those who are
young are more likely to be online and to socidlsdnid so may underestimate this effect.
This could be investigated in further work. Thetfidoat there were fewer virtual e-friends
when socialshifting was higher reflects the fadttthere were more distant e-friends.
Whether this result is an artefact of the modebhaeal effect is arguable. In that the
number of contacts is limited by time constrairgs, discussed in Chapter 2, it may,

however, be a reasonable outcome.

The change implied by the model is much less thayjgassted by a 2006 survey that
reported that people in the UK had 54 friends oarage compared to 33 two years
earlier (Microsoft, 2006). However, the same surepparently found that “a third of
over 65s use instant messenger to contact frieadsfinding completely out of line with
the findings from other sources reported above.nf#ty be that respondents were

confusing email and IM.)
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Table 8.3.5: Model results: how the internet has @nged personal networks: 1998 to 2007.

1998 2007
Socialshifting % 5 20
% agents online 11 59 60
% agents online using emalil 60 92 92
% of agents online advanced users 15 71 71
Personal networks
Average PN size of agents offline 28.5 28.2 28.6
Average PN size of agents online 28.4 30.2 30.2
of which
Offline only 27.0 11.8 11.9
Local e-friends 14 17.0 16.8
Distant & virtual e-friends 0.002 1.4 15
% distant & virtual e-friends 0.01 4.6 5.0
Average PN size of all agents 28.5 29.4 29.5
% of which
Offline only 63 63
Local e-friends 0.5 34 34
Distant & virtual e-friends 0.001 3 3
Links
Local e-friends
% all agents online and with...
No local e-friends 5 5 5
With local e-friends 6 54 54
With average no. of e-friends 2.6 18.6 18.4
Average no. of local e-friend links 0.15 10.10 10.00
Distant e-friends
% all agents online and with...
No distant e-friends 53 40
With distant e-friends 6 20
With average no. of e-friends 1.2 1.4
Average no. of distant e-friend links 0.07 0.27
Virtual e-friends
% all agents online and with...
No virtual e-friends 11 30 32
With virtual e-friends 0.27 30 27
With average no. of e-friends 0.1 25 2.3
Av. no. of virtual e-friend links 0.0004 0.75 0.63
Total e-friend links 0.15 10.92 10.90
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While mobiles have increased contact within persametworks, the internet has
increased both the size and the geographical smfepersonal networks. But the larger
the personal networks, the higher will be the dainéor travel. Urry (2007, p.232;
2003b, 2004a) has argued that the maintenance a tes requires occasional face-to-
face meetings. But why would people spend theiitéichtime and money on visiting
weak ties rather than stronger ones? Nevertheie&snet-based communications are
enabling people to keep in touch easily and cheapér large geographical distances.
Mail and phones already permitted contact to bentaaied, albeit less conveniently and
at greater cost; what is new is the facility to emaew contacts online. To the extent that
this is increasing the size of personal networkentthe demand to travel will also
increase. And this extra travel will further incseathe communication to arrange those
meetings: see for example, Boneva et al (2001)d S2003, p.245) and Hodkinson
(2006). Although the CAA’s (2009) report referreceduently to people’s desire to
maintain their ‘social networks’, there is, howewveo reference to the possible impact of

the new digital communications on the demand fotravel.

Adams (1999) argued that there is little evidemrariaking the presumption that

“people will be content with lives of increasingcangruity of experience - that
they will not want to meet and shake hands withriéwe friends that they meet on
the Internet”

Root (2000, p.452) noted that “many claims havenbe®wde that new information
technologies will limit the need for travel but seehave not been upheld”. And Woolgar
(2002, pp.16-19) asserted that “virtual technolsgepplement rather than substitute for
real activities” and “the more virtual, the morealfe the introduction and use of new
‘virtual’ technologies can actually stimulate markthe corresponding ‘real’ activity”.
More recently Larsen et al (2006, p.74) told th@ Dfat “so far there are good reasons to
believe that physical travel will continue its grog significance... in relationship to

...family life and emerging forms of friendship.”
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8.4 The Future?

McLuhan (1964/2003, p.294) warned that prophecessime a stable framework of
fact” and that such prophecies are usually, assalttewrong. Nevertheless, policy-
makers and others will always want to know ‘what.# So this Section reports what
this model implies for the future, focusing on 2CG&& 2021 so as to be able to compare
the forecasts with those Digital Britain (BIS, 2009).

To look forward it is necessary to make assumptabwit whether trends continue and if

so, at what rate. The trends described above avereesl to continue with two exceptions:

* income growth is set at the average long-term oat percent a year (instead of
2.4 percent);

» there are assumed to be no further price fallsobiles and computers.
Mobiles

The results for mobiles are shown in Table 8.4y 2B16 the adoption of mobiles will
have reached saturation at almost 95 percent. ihbar of mobile links, and thus voice
calls from mobiles, will rise by about a quartetvibeen 2007 and 2016. But there will be
little further growth in adoption or voice callsymad then. However, the proportion of
texters will still be rising; thus the number oktdinks will increase by almost a half by
2016 and by 2021 will be almost two-thirds above 007 level, implying significant

further increases in text messaging.
Table 8.4.1: Model results: forecast change in adéipn of mobiles and texting: 2007-2021.

Row 2007 2016 2021
1 |% with mobiles 84 95 97
2 |% of mobile users with mobile-using friends 100 100 100
3 |With average no. of mobile-using friends 6.0 6.9 7.0
4 % of all with mobile-using friends (1) 84 95 97
5 |Average no. of mobile links per agent (2) 5.1 6.5 6.8
6 |% with mobiles able to text 75 80 83
7 |% of texters with text-using friends 99 100 100
8 [With average no. of text-using friends 4.7 5.6 5.9
9 |[% of all with text-using friends (3) 63 77 81
10 |Average no. of texting links per agent (4) 2.9 4.3 4.7

(1) Row 4 =row 1 x row 2 (2) Row 5 =row 6 x row 7

(3) Row 9 =row 1 x row 6 X row 7 (4) Row 10 =row 8 x row 9
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Internet

The results for the internet are shown in TableZ8.4

* By 2016, 4 out of 5 will be online and of these, @&cent will use email and
about 80 percent will be advanced users. On averthgse online will have
personal networks that are 10 percent larger thaset who are not online i.e.
with an extra 3 people. Overall, two-thirds of meral networks will be at least
partially online. Distant or virtual e-friends wiliccount for 8 percent of the
average personal network. The number of onlineslipgr agent will have doubled
since 2007, from 10 to 20.

* By 2021, 5 out of 6 will be online and of thesenast all will use email and
about 85 percent will be advanced users. On avemegeonal networks will be
about 15 percent larger i.e. with an extra 4 peofieerall, three-quarters of
personal networks will be at least partially onliawed on average 10 percent of
personal networks will be distant or virtual e4fiiks. The number of online links
will have risen by a further 20 percent since 2ddri)ging it roughly 2% times
the number in 2007.

Again, the socialshifting assumption makes littiéfedence overall, because higher

mobility means that some distant e-friends are tdubsd for virtual-e-friends.
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Table 8.4.2: Model results: how the internet mighfurther reconfigure personal networks:

Chapter 8

2007-2021.
2007 2016 2021
Social shifiting % pa 5 20 5 20 5 20
% online 59 60 79 79 86 86
% agents online using emalil 92 92 95 95 96 97
% of agents online advanced users 71 71 81 82 85 85
Personal networks
Average PN size of agents offline 28 29 28 29 28 28
Average PN size of agents online 30 30 31 32 32 33
of which
Offline only 12 12 7 7 5 5
Local e-friends 17 17 22 22 24 24
Distant & virtual e-friends 1 2 3 3 3 4
% distant & virtual e-friends 5 5 9 10 10 12
Average PN size of all agents 29 30 31 31 31 32
% of which
Offline only 63 63 36 31 26 25
Local e-friends 34 34 57 61 65 65
Distant & virtual e-friends 3 3 7 9 9 11
Links
Local e-friends
% all agents online and with...
No local e-friends 5 5 4 4 3 3
With local e-friends 54 54 75 75 83 83
With average no. of e-friends 19 18 23 23 25 25
Average no. of local e-friend links 10.1 10.0 | 175 175 | 206 20.7
Distant e-friends
% all agents online and with...
No distant e-friends 53 40 58 30 56 25
With distant e-friends 6 20 21 49 30 61
With average no. of e-friends 1 1 1 2 1 2
Average no. of distant e-friend links 0.1 0.3 0.3 1.0 0.4 1.5
Virtual e-friends
% all agents online and with...
No virtual e-friends 30 32 15 15 13 13
With virtual e-friends 30 27 64 64 73 73
With average no. of e-friends 3 2 3 3 4 3
Av. no. of virtual e-friend links 0.8 0.6 2.2 1.9 2.8 2.4
Total e-friend links 10.9 10.9 20.0 20.4 23.8 24.6
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There will, however, be significant minorities ktffline in 2016, and even in 2021. The
overall proportion of ‘offliners’ will halve fromraund 40 percent in 2007 to 25 percent
by 2016, and fall to 17 percent by 2021. Even iB120ack of digital literacy will remain
the most important cause for being offline, beingfaator in 5 out of 6 cases.
Furthermore, not all the digitally illiterate offiers will be aged 65 or over: digital
illiteracy will remain a problem among younger pkopoo. (Details in Fig. 8.4.1.)
Nevertheless, age is significant: the model suggbstt 14 percent of those aged 55-64,
25 percent of those aged 65-74 and 40 percenbeéthged 75 and over will be offline in
2021. Lack of income will account for 1 in 6 of#éirs in 2021: half of those in the bottom
decile will be offline. These results are broadiyitar to those reported by Morris (2009,
p.35):

“if all other factors remain constant, the ovembportion of the 16+ population
who are digitally excluded would reduce from 2992009 to 15% in 2021, due
to demographic change. In this scenario, by 208itadiexclusion will continue
to be a significant issue for those over 65, with fercent still experiencing
digital exclusion”.

Fig. 8.4.1: Analysis of ‘offliners’: 2007, 2016 an@021.
Reason for being offline:

O Digitally illiterate: under 65 B Digitally illiterate: 65-74
@ Digitally illiterate: 75+ OlIncome only

2007

2016

2021 :I:|

0% 20% 40% 60% 80% 100%
% of total

2007

2016

2021

0% 20% 40% 60% 80% 100%
% of 'offliners’
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8.5. Summary and Conclusion

Drawing on the models developed earlier in theihéisis Chapter has presented a model
that reproduces both the adoption and use of n®hitel the internet for communication
since 1998 by varying the parameters to reflectifferent communication modes.

Table 8.5.1: Summary of the model.

Target Adoption and use of mobiles and internet: 1998-2021
Agents Individuals
Agents

Attributes Dynamics
Location Grouped by social class
Demographic Age Birth and death
Socio-economic Class

Income Income grows

Economic status Retirement
Skills Digital literacy Personal and social network influences
Personal network Social reach = 15 or 30 Socialshifting
Social network effect Yes

The model suggests that the adoption and use of tbobiles and the internet can be
attributed to the spread of digital literacy skillehese skills spread both through the
generation effect, as the older generations arace@ by younger more digitally literate
generations, and through personal and social nkswdiralso suggests that the age and
class distribution of digital literacy created areaogroup of internet adopters who
facilitated the spread of the internet through mekneffects, in other words, created a

critical mass.
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For mobiles, the model suggests that:
« mobiles have significantly increased contact witk-existing personal networks;
« by 2016 the adoption of mobiles will have reachadumtion at almost 95
percent;

» the number of text messages sent will continuadcease significantly to 2021.

Table 8.5.2 summarises the results for mobiles.

Table 8.5.2: Summary of results: mobiles

Target | Adoption and use of mobiles: 1998-2021
Adoption

Key factors | Affordability

Use

Communication effects

Social solidarity? Yes Strong
Communication substitution? | Yes Weak
New practices? Yes

‘Global village’:

- maintain contact? Yes Weak
- new friends? No

Travel effects

Complementary increase? Yes

Travel communications? Yes Strong
Substitution reduction? Yes Limited
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For communications over the internet, the modegssts that:
* internet communication will have permeated persareivorks by 2021, being
used for three-quarters of all links;
* communication through the internet will increase $iize of personal networks in
a manner that earlier communication modes werelartabdo because it allows
people to meet new people, adding 15 percent teopal networks, represented
an extra 4 people, by 2021.
Finally, the model predicts that even by 2021, mpartant minority will be excluded
from this ‘digital world’ of communications, espatly those aged 75 and over, who, as
shown in Box 8.2.1, will account for 11 percentlod population aged 10 and over.
Table 8.5.3 summarises the results for internetrcomcation.

Table 8.5.3: Summary of results: internet communicgon.

Target | Adoption and use of the internet: 1998-2021
Adoption

Key factors | Digital literacy and personal and social networks
Use

Communication effects

Social solidarity? Yes Strong

Communication substitution? | Yes Weak

New practices? Yes Strong

‘Global village’:

- maintain contact? Yes Strong

- new friends? Yes Only mode to allow this
Travel effects

Complementary increase? Yes

Travel communications? Yes

Substitution reduction? Yes Limited

The impact of this digital communication revolutisndiscussed further in Chapter 9.
Further work

Di Gennaro & Dutton (2007) argued that the interh@s many uses and more subtle
analysis is needed. The study presented here leasdpead brush: more detailed analysis
could be undertaken. For instance: the links betwgmith, mobility and maintaining

links over distance (Section 3) and distant anthalre-friends (Section 4) could be more

explicitly developed, and as could the differenetneen weak and strong links.
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Chapter 9: Summary, Discussion and Conclusions

This final Chapter contains six Sections. The f8sttion summarises the thesis, chapter
by chapter. The second Section presents conclusimmsthe case studies. Sections 3 and
4 suggest general and policy implications respebtiv Section 5 discusses

methodological lessons and Section 6 briefly ingisalirections for further work.

9.1 Summary

This project has investigated the dynamics of te&tionship between personal
communications and travel, using agent-based campubdelling and simulation. It

focused on the interaction between social, comnatioic and transport networks. It
covered person-to-person social communication (ui¢h friends and family) that is

mediated by a communications network (such as dlseapservice or email) or involves a
journey, mediated by the transport network. It dad cover broadcasting, nor business-
related communication and travel, such as commuinghopping. The thesis aimed to
provide a better understanding of why communicatiod travel have grown together,
and to address the question “why are communicatiod travel complements, not
substitutes?” This is an important question to ¢ha$o are interested in the impact of
new communication and transport technologies onesgcand to those who are

concerned about the environmental impact of theiwoimg growth in travel.
Chapter 1: Theory and Methodology

This Chapter opened with a discussion of the w@ghip between individuals, society
and emergence. It noted ideas about society: hsea stage vertical hierarchy (micro,
meso and macro), as based on the agency-structialtydand more recently, as

intersecting networks. It concluded that there gseament that individuals interact to
produce society which in turn influences them ahdt tsociety could be seen as a
dynamic, emergent social phenomenon created biyntdection of individuals.
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A model was defined as a set of explicit, quartigastatements that describe a process
and the benefits of using such models were disdustseas argued that building models
Is important in promoting the scientific analysis smcial phenomena and can assist
constructive thinking about a question in two waisst, the act of modelling encourages
clarification of both the concepts and the theongd aelps to formulate questions.
Second, the outputs of the modelling process mayame our understanding of social

phenomena and help to formulate further questiodsdata requirements.

It was explained that agent-based modelling wasamdor this thesis because it offers a
way of studying how individuals and society intéramlike the alternatives, systems
dynamics and microsimulation. Part of the noveltyttos thesis lies in using this new
modelling technique, which has not been used extelysin the modelling of transport
and communications. The principles that underleelibilding and testing of agent-based
models were set out and it was concluded that tacseptable the model must pass the
macro goodness-of-fit test and be based on juslienicro assumptions. Finally, it was
explained that NetLogo was chosen to implement rtfuglels in this thesis due its

suitability for those who are not experienced paogmers.
Chapter 2: Time and Money

By way of introduction to the long-term trends, @tea 2 addressed three questions:
* to what extent are communication and travel limibgdime and money?
e are communication and travel necessities or lus@rie

* how are expenditure on communications and travated?

It concluded that from 1840 to the First World Wagney was the key constraint on the
consumption of both communication and travel. Tilescmption of travel seems to have
reached ‘saturation’ in terms of both time and nyobet this limit appears not to have
been reached for communications. Expenditure omuamications remains a small part
of household budgets. Furthermore, it is impossite look at the time spent

communicating in the same way as time spent triagebecause communicating is part

of almost everything we do. It is conceptually gmdctically impossible to measure time
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spent communicating. Nevertheless, there is angtiiess (noted by Harper, forthcoming)

to continue to adopt new means of communication.

Rising standards of living have meant that the pooa subsequent era can consume
things only available to the rich in a previous.eha the nineteenth century, both
communications and travel were luxuries but whitene travel, at least, remains a

luxury, communications have become a necessity.

There is a popular perception that transport amdneonications are substitutes. Yet the
simple fact that real expenditure (i.e. after atipgsfor inflation) on both communication
and transport have both increased over time sugdgbsly are complements. More
sophisticated analysis tends to confirm this viéhis is discussed further in Chapter 5,

Chapter 3: Networks

Chapter 3 set out the differences between transpammunication and social networks.
Both transport and communication networks comppisgsical links but social networks
are conceptually different in that they are repméstons of relationships. Yet
communication networks grow out of social networksd so, less directly, do transport

networks in that they link centres of population.

The Chapter then examined how networks are moddtlemted that four basic types of
network model are found in the literature; reguédtice, random linking, small world,

and preferential attachment (or scale-free). Itchaed that these standard network
models could be used to describe transport netwété®ever, communication networks

tend to reflect the underlying social networks.

Ideally a model of a large social network shouldehtne following key characteristics:
e a low whole network density, i.e. only a very fewtbe potential links in the

network should actually exist;
e positive assortativity by degree of connectivitg. ithose with large personal

networks tend to know others with large personalvoeks;
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e communities, i.e. groups of people that are welnsxted to one another but
loosely connected to other groups;

e short path lengths, i.e. others can be reachedimad number of steps.

Personal (or ego-centred) networks should:

e be of limited size, the limit depending on the tyeelationships being studied;

e vary between individuals, with a fat-tailed distriton of degree of connectivity
except for close associates;

e display high clustering, i.e. friends tend to kneach others friends;

e change over time.

On this basis, none of the standard network maeglesent social networks well.
Chapter 4. A New Model of Social Networks

Chapter 4 introduced a new method to create lavglsnetworks in agent-based models
using social circles (as first described in Har&ilGilbert, 2009). Based on the idea of
social circles, this model can produce the keyuieat of personal and social networks
identified in Chapter 3. By varying the parametafrthe model, it is possible to produce
a variety of societies. The concept of socialgmiftivas introduced, whereby agents move
small amounts to reflect changes in their sociaitpms. This model was then used as

the basis for the case studies.
Chapter 5: A General Model

Chapter 5 started by noting that the word ‘subtgitseems to be used rather differently
by economists than by sociologists or in everydaamce. In economics, substitution is
about choosing between options; but in sociolodyjsi said that communications
substitute for meeting someone face-to-face evesnvglich a meeting is not an option. It
maybe that in such circumstances communicationetigrl or mobile is a ‘second best
solution’ in the economic sense because a lettea @hone call is better than no
communication. Because the term is being usedsrbtivader sociological sense perhaps
explains why the idea that communication and trauel substitutes is so pervasive.

There is, however, little support for the substitathypothesis in the stricter economic
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sense. In the longer term communications and trakelcomplements in the economic
sense, because more relationships can be maintaueedyreater distances and thus the

demand for both travel and communication rise toget

Chapter 5 then built on the social network modeispnted in Chapter 4 to address the
question raised in the Introduction about the retathip between communications and
travel. A general model was presented that coulddspted to use in each of the three
case studies that follow: the model focuses on itfteraction between social and
communication networks, with travel being takermasutcome. Specifically:

e the environment is a social space which reflectagent’s intentional personal
network, defined as comprising those with whom digent makes an effort to
remain in contact and for whom there is a direldti@nship between the strength
of tie and the amount of communication.

» the agents can represent individuals or househads possess demographic,
socio-economic and other characteristics includkils. Agents age and die,
their income may change and they may become matedskThe size and
membership of their personal networks may change tdusocialshifting and
death.

To this basic structure is added the adoption a&edofi new communications technology.
Adoption depends on the availability and affordiapibf the technology, the agent's
skills and the influence of the agent’s personalonek and of society as a whole. The
model of use identifies seven factors resultingnfrine introduction of a new mode of
communication, four affecting the pattern of commsations and three affecting travel.
e A new communication mode is used to send messagdsose already in an
agent’s personal network, the social solidarity efff
* Older communication modes are used less, the comation substitution effect.
* A new mode of communication also generates newtipesc
» It can also change personal networks by enablimgacb to be maintained with
those with whom otherwise it would have been lasteven to generate new

contacts, the global village effect.
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* More communication results in more travel to endblee-to-face contact, the
travel complementarity effect.

* More travel results in more communication to arernbat travel, the travel
communications effect.

* Finally communication may reduce the need to tratte¢ travel substitution

effect.
Chapter 6: Mail and Rail

Chapter 6 presented a case study of the adoptidruse of mail and rail services from
1840, when the universal Penny Post was introduicethe start of First World War.

While there is much evidence to suggest that Brieciety was mobile before 1840,
after 1840 the new mail and rail services permittedhmunication and travel on an
unprecedented scale. The railways expanded adnessountry and the Parliamentary
trains greatly stimulated the demand for travelcmwof which appears to have been

private rather than business, as was much of thile ma

Using the social network model described in Chagptand the general model developed
in Chapter 5, an agent-based model was developegptoduce the tenfold increase in
mail per head and thirtyfold increase in rail joeya per head by combining data on
demography and economic growth, and the spreadcadsa to mail services and of
literacy. Migration was an important feature ofelifin this period, and the new
communications and transport technologies meaniitbeate people who could afford to
do so could maintain at least some of their costadten they moved. To represent
migration the model incorporates large jumps tletosisly disrupt personal networks,
which were partially preserved through the new nebdbgies. It also allows for
socialshifting, much less disruptive small stegsdescussed in Chapter 4). There was no
allowance for communication substitution effeeicausewhenthe universal Penny Post
was introduced, travel to meet face-to-face wasnfost people, the only alternative to
sending a letter. Nor is there any allowance fa shbstitution of letters for travel as
there is no evidence to support such an effect.nbeel was validated by examining the

effect of four unrealistic assumptions, concernthg Gini coefficient, affordability,
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economic growth and literacy. In all four cases, ttodel produced results quite different

from those produced by the base case.

The model suggests that:

* Sending messages to those in existing personalonewvas the key driver of
demand for mail services.

* New practices arose, particularly involving thediag of cards.

* By enabling people to maintain contacts that wailkerwise have been losthe
global village effect- the universal Penny Post increased personal nietwiayr 9
percent overall; by 15 percent for those who wéegdte, had access to the malil
system and could afford to use these services.répigesents an additional 3 to 4
people.

e Up to about 1875, the use of mail services wasicestl by lack of literacy and
lack of access; after that, literacy and access wer longer constraints, but
poverty restricted their use.

e The rise in the use of mail and rail per head faistipped growth in GDP per
head, primarily due to the growth in the numbepebple who were able to use

the new services.
Chapter 7: Phones and Cars

Chapter 7 presented a case study of the adoptiphafes and cars by households over a
50 year period, from 1951 to 2001. There is insight data with which to validate a
model of the use of phones after the privatisatdrBT in 1984, or the use of cars,
because most car travel was not for social use. @ilmeof the model is therefore to
reproduce adoption, but not use. Although basedhengeneral model described in
Chapter 5, the model nevertheless differs from thathapter 6 in many respects: in
particular, agents represent households. The magebduces the key demographic
change over this period, namely the trebling of tm@portion of single-person
households, and takes into account not only risdadjincomes but also the growth in the
economic activity of women, unemployment, earlyireebent and one-parent families.

Migration is not explicitly modelled but mobilitysiassumed to be part of middle and
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upper class culture and households are clusteresbbial class; class also determines
income. Socialshifting is again used. Different misdbf diffusion are applied to phones
and cars. For cars, adoption depends only on edergnowth and the fall in the relative
price of motoring. For phones, adoption dependy irle on affordability but rather on
personal networks, implicitly on social class abg,implication, mobility. This reflects
the fact that there is little point having a phangour friends and family do not also have
phones and that, compared to cars, phones areveglahexpensive. The model assumes
that phones were adopted first by the upper andleiclasses, and spread by households
influencing a very few other households, reflectihg fact that phones are used for
regular contact with a few core ties. Although thgital revolution started in the 1990s,
this is not taken into account. The model was aid by comparing the resulting
adoption curves with the actual adoption observetis#nsitivity tests were carried out.

The model broadly reproduces the observed pattephane and car adoption between
1951 and 2001. The model demonstrates how the galyshone network could have

been created by the social network while the adaptif cars could be reproduced by
economic growth, constrained by financial costs #edageing population. Although the
use of the phone and car were not modelled, th@t€heeviewed the literature following

the structure of the model in Chapter 5 and corezluthat phones were substituted for
letters and promoted travel by facilitating arramgeats. A little evidence of phone calls

being substituted for travel was found.
Chapter 8: Mobiles and the Internet

Chapter 8 drew not only on Chapters 4 and 5, bsv ain the models described in
Chapters 6 and 7 to produce a model of the adoptiod use of mobiles and

communication using the internet from 1998 to 2QG0W then projected forward to 2021.
In this model, agents represent individuals thatehaccess to household income.
Adoption depends on affordability and ‘digital hiéey’, which in turn depends on class
and age. Digital literacy is also affected by sbprassures, from both personal networks
and society at large. The model also suggestdhibaige and class distribution of digital

literacy created a core group of internet adoptarsritical mass, who facilitated the
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spread of the internet through network effects. bdernet communication, use also
depends on the degree of social mobility. The saroéel was used for both mobiles and
the internet, with different parameter values. Tinedel incorporates the key difference
between internet communication and modes that Ilgavee before: the ability of the

internet to facilitate the making of new friends.

The model reproduces the growth in adoption of mhegband internet communication
between 1998 and 2007 well, including the distrdoutaicross age and income bands and
classes. It broadly replicates the observed gromthvoice calls from mobiles but
significantly understates the growth in texting.cBese there is no data against which to
validate the use of the internet for communicateer this period, the model focuses on
the growing importance of online links. This models then used to extrapolate to 2016
and 2021.

The model suggests that the adoption and use of inobiles and the internet can be
attributed to the spread of digital literacy skillsoth through the generation effect, as
older generations are replaced by younger moréatligliterate generations, and through
personal networks. For mobiles, the model sugdbats
* mobiles have significantly increased contact witi-existing personal networks;
« by 2016 the adoption of mobiles will have reachadumtion at almost 95
percent;
» the number of text messages sent will continuadcease significantly to 2021.
For communications over the internet, the modegssts that:
* internet communication will have permeated persaveivorks by 2021, being
used for three-quarters of all links;
» communication through the internet has increasedite of personal networks in
a manner that earlier communication modes werelartabdo because it allows
people to meet new people, adding 15 percent teopat networks by 2021,
representing an extra 4 people.
Finally, the model predicts that even by 2021, mpartant minority will be excluded

from this ‘digital world’ of communications, espatly those aged 75 and over.
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9.2 Conclusion: Communications and Travel

Table 9.2.1 summarises the results of the three staslies.

Table 9.2.1: Summary of the key characteristics dhe three models.

| Chapter6 | Chapter? | Chapter 8
Aim
Communication Mail Fixed line phone | Mobile & internet
Travel Rail Cars Unspecified
Time period 1840-1913 1951-2001 1998-2021
Target Use Adoption Adoption & use
Model
Agents Individuals Households Individuals
Attributes
Location Random Grouped by class | Grouped by class
Demographic Age Age, type, size Age
Socio-economic Income Class, income, Class, income, economic
economic status | status
Skills Literacy None Digital literacy
Personal networks Yes Yes Yes
Dynamics
Demographic Birth & death Birth, death, Birth & death
household
changes
Income Growth Growth, Growth,
economic status | economic status
Skills Through PN* n.a. Through PN & SN*

Personal networks Migration & Socialshifting Socialshifting
socialshifting

Adoption Mobiles Internet

Main factors Literacy Phones: personal | Affordability PNs, SN
Income networks Digital
Access Cars: income literacy

Use

Communication effects

Social solidarity? Yes Yes Yes Yes

Communication

substitution? No Yes Yes Yes

New practices? Yes No Yes Yes

‘Global village’:

- maintain contact? Yes Yes Yes Yes

- new friends? No No No Yes

Travel effects

Complementary increase? | Yes Yes Yes Yes

Travel communications? Yes Yes Yes Yes

Substitution reduction? No Yes Yes Yes

PN = personal network; SN = social network
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The aim of this thesis was to identify the impottéactors underlying the relationship
between communications and travel, to get a beftelerstanding of why they have
grown together, and to address the question ‘why @mmunication and travel

complements, not substitutes?’

The key finding is that the growth in demand fomeounications can be replicated by
modelling social interactions. This reflects thetfthat the demand for communications
and travel are related in that both are generated social networks. The growth in real
income enabled the growth in communications angetrior social reasons, but did not
cause it. More specifically:

» the apparent role of literacy in generating ralvel was an unexpected outcome
of the modelling;

» there are surprising similarities between the erpee with mail in the
nineteenth century and with digital communicationghe twenty-first. Both rely
on the spread of skills literacy in the nineteenth century and digitatr#icy in
the twenty-first— and both extended personal networks. The impacthef
extension of personal networks on travel coulddslily seen in the nineteenth
century and suggests a similar effect could be micay in the twenty-first
(Chapters 6 and 8);

» the network effect — the fact that there is lifti@int having a phone unless your
friends and family also have phones — was more itapbin the diffusion of
phones in the second half of the twentieth centiuay affordability (Chapter 7);

» the same model, with different parameter values,rearoduce the adoption and
use of both mobile and internet communications,edidng the similarities in
the dynamic processes underlying both modes oftalliggommunications
(Chapter 8);

 some forms of internet communications differ frorh previous modes of
communication in that they readily allow peoplen@ke new contacts rather

than simply reinforcing existing links (Chapter 8).
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9.3 General Implications

The digital communication revolution is growing oot the social and technological
development of mail and phones. Technologicallybies can be used to communicate
with fixed line phones and nineteenth century fixie@ phones are still providing the
basis for access to the internet in the twenty-fis4ail and phones both brought about
important changes in society: digital communicati@ne doing and will continue to do

the same. What might those be?

Schumpeter (1934/1961, p.64) pointed out that nttemdow many more horse-drawn
coaches were built they would never constitute ievag. The railways represented a
step-change, a discontinuity that he labelled “ecoic development” to distinguish it
from “economic growth”, which was the result of tomous change (Schumpeter,
1934/1961, pp.63-66). The railway “accelerated @amthrged the scale of previous
human functions, creating totally new kinds ofestiand new kinds of work and leisure”
(McLuhan, 1964/2003, p.20). Cars generated anattenf fundamental changes (see, for
example, McLuhan (1964/2003, p.294) and Urry (2004bigital communications
technology is bringing about another round of clesng

By the late 1980s, Simon (1987) suggested that atenp were creating the second
industrial revolution, although at that time thes/olution largely affected organisations
rather than homes (Brynin & Kraut, 2006, p.4). SIm@987) noted that the first
revolution, steam, took around 150 years, or sixegations. He suggested that the mid-
1980s were “the adolescence” of the third genematichis second revolution. He argued
that, like the first industrial revolution, the paif the second would be unpredictable and
would bring about changes that could not be imapiaé¢ its start. Yet by 1990
economists were puzzling over the “productivity guhox”, “the apparent failure of the
wave of innovations based on the microprocessott@demory chip to elicit a surge of
growth in productivity in the U.S. economy” (David990). Drawing on historical
analogy, David (1990) argued that this was bec#usegroductivity statistics were not
picking up changes such as better quality, and ttikexe were lags in an impact being
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observed due to the “gradual and protracted praziedgfusion into widespread use, the
confluence with other streams of technological iatmn, all of which are
interdependent features of a dynamic process”. dasds right. The resulting changes,
such as just-in-time production and consumers’ sxte online marketplaces, have now
transformed some aspects of economic life (Greensp@08, pp.168-9). By the early
twenty-first century, the impact could be seenrdbti(2002) found that “IT-producing
and IT-using industries account for all the produtt growth” in the United States since
1995. By 2005, the impact of computers and, momomantly, the internet, was having a
measurable impact on UK productivity too (ONS, 2605Mobiles also have an
economic consequence: it has been suggested tHatnIrstates with high mobile

penetration grow faster economically than thosé VYatver penetration (Vodafone, 2009,
p.1).

Could the same be happening with social practiegh,society changing in ways that we
do not yet even realise, and cannot foresee? Gollii®81) suggested that “new
communication media” increase the size of grouplittmas that can be formed thus
bringing about “large scale changes in social stine¢. Batty (1997) suggested that the
subject matter of human geography would be verfgint in “an age where the digital
permeates all human activity”. Brynin & Kraut (20(&.4 & 6) argued that the internet
“could lead to changes in the lives of the averateen as profound as those that have
affected organizations and economic life”. It cadrgued that the economy involves
processes that are more susceptible to changeessila of computers and that the effect
on social processes will be much less dramaticloskki et al (2006, p.262) argued that
“how people use major blocks of time, their closesationships, and their emotional
lives” resist change and thus impact of these remhrtologies “may be small, or may be

slow emerging”.

A majority of experts expect that people will speyait of their lives in types of virtual
reality by 2020 (Anderson & Rainie, 2008, p.5). Tioeecasts presented in Chapter 8
suggest that the internet will be important for atieg and maintaining personal

networks, but it is only too likely that there wide important effects which we cannot at
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present foresee. The distinction made by econorbé&tiseen the short term and the long
term is useful here. In the short term, a new mafd@mmunication is simply used to do
whatever people did previously but in a new way.the long term, everything can
change. Root (2000, p.452) argued that predictiegrhpact of current developments “is
like trying to forecast the effects of mass car ewghip in 1908 when the first Ford
model T cars were made”. Kraut et al (2006) argtred “the dramatic changes now
occurring in household computing have the poternttathange the lives of average
citizens as much as the telephone did in the d8200s in the US”. Indeed, Urry (2004b)
suggested that there will be a dramatic changesaimy aspects as rich societies abandon
the car during the course of the twenty-first centand replace some face-to-face

encounters with simulations, but so far, thereldeen little sign of such changes.

Harper (2003) argued that mobiles have increaseidlssolidarity. Indeed, there is some
suggestion that there could be too much contachoted by Cooper (2002, p.27) and
more recently, by Turkle (2008) who talked of ‘&timg’. Koskinen (2008) talked about

people becoming disengaged from those around tfmmsing on their own small group.

This constant connectivity provided by mobiles @ldrke (2003, p.27) to suggest that
mobiles represent “entry level cyborg technologytare prosaically, there is evidence of
increasing dependency. For example, in 2008 Timesreported a mountain rescue
team complaining that mobiles had created climiédrs no longer saw the need to go
out properly equipped because “help is just a pluatieaway” (Midgley, 2005). This is a

form of moral hazard, taking additional risks bexmyou know that you are in a sense
‘insured’. But perhaps it goes further: McLuhan &wers’ (1989, p.129) warned that the
faster information is exchanged “the more likely wil all merge into a new robotic

corporate identity” and, more recently, Rheingd0(2, pp.201-2 & 208-15) warned of
the dangers of cyborgism while at the same timetpw to the advantages that new

forms of social co-operation can bring.
The Introduction mentioned the argument about $@ahdarity and the fear that new

communication technologies, especially the lategtal wave, were in some sense ‘bad’

for society. Yet the story told here is one of tambgy permitting more contact between
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more people: more communication and more traveé fidtent development of social
networking websites such &acebookbrings together different social circles, allowing

them to overlap in a way not previously seen.

Overall then, social solidarity is being increasedi reduced. Long ago McLuhan,
(1964/2003, p.19) argued that “the ‘message’ of mmegium is the change of scale or
pace or pattern that it introduces into human effatbecause it is the medium that
shapes and controls the scale and form of humaociaien and action” (where a
medium was defined as “any extension of ourselvesiy new technology”) (McLuhan,
1964/2003, pp.19-20). We do not yet understandriessage” of this digital revolution
although many scenarios have been offered (for plgnRheingold, 2002, pp.183-202;
Brynin & Kraut, 2006, p.3; Foresight, 2006b; Urr@Z, pp.271-290). Thus it may be
that social changes will take longer to appear thaneconomic changes and are not yet
evident. More broadly, | suggest that sociologist2010 are in much the same position
that economists were in 1990, knowing great chamgesunderway but not yet able to
identify them.
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9.4 Policy Implications

Three policy implications arise from this researthe most important result is that the
Government is very unlikely to be able to rely ¢we wigital revolution to reduce the
demand for travel. The Government should also:
* give greater weight in its transport policy deamsido social needs that are met by
travel;
* expect the digital divide to persist for many yeamsd plan its services

accordingly.
Impact of the digital revolution on travel

No evidence has been found to support the idearttsaicial life, communications reduce
travel. Indeed, all the evidence points in the @eodirection; and in particular, it
appears that the digital revolution is unlikelyremluce the demand for travel. There is
increasing evidence that cheap, accessible lorigrdie digital communications will
increase rather than reduce travel by enabling Ipedp create and maintain
geographically-widespread personal networks. Yit ffctor is not even mentioned in

the CAA’s (2009) recent report on travel to visiehds and relatives.

If it is seen as desirable to reduce travel thdicponakers need to exploit the facts that
travel is, and will continue to be, constrainedtlme and money. To reduce demand,
travel will need to be more expensive and sloweamBnd for travel is fairly insensitive
to price, at least in the short run (as discusse@hapter 2), so large price increases
would be needed to reduce travel demand. Thereaeppe be a limit to the amount of
time people will spend travelling. Thus the recanbhouncement of tighter speed limits,
albeit for safety reasons (BBC, 2009a), may theeefeduce travel by increasing journey
times. And of course, there is a natural negatdeglback mechanism in that congestion
increases travel time. But any action to reduceetraiill be in direct conflict with that to

better meet social needs as discussed below, Aatdofbe recognised and resolved.
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Social needs

Before the universal Penny Post, there was bagi@althoice between mobility and

keeping in contact with friends and relatives: duymoved away, you lost contact
(Chapter 6). Subsequently it has been increasipgbgible to have both. The desire for
both underlines the complementary relationship betwcommunications and travel.

Thus communication reduces social costs of travéhat you can travel and still keep in
touch. The fact that households bought cars inepeete to phones up until the mid-
1970s (Chapter 7) suggests that face-to-face coistaceferred where possible to voice-
only contact. Maintaining contact is made even e¥asind cheaper by the digital

revolution; email and social network sites, fortamee, enable people to keep in touch
with their friends and relatives thousands of méegy in a manner that would have
been unachievable twenty years ago due to timenthidetters, the costs of international

calls and the practicalities of synchronous commation across time zones.

Parts of British society have been geographicalbpihe for centuries (Chapter 6) and it
can be argued that this mobility has facilitatedrhaps even caused, the country’s
economic development (for example, Macfarlane, 19Y&t social ties are important
economically: they facilitated job search both e nineteenth century (Chapter 6) and
more recently (Granovetter, 1973). So while gedgiag mobility brings economic
benefits, it also imposes social costs, by disngppersonal networks. Much rail travel
was originally for social purposes and cars weitgity bought for social use rather than
commuting. Yet the Government tends to dismissaso®eds, placing a lower value in
economic appraisals on the time taken for leisuagel. Although the social need is
recognised in terms of removing road works on Beigkiday weekends, the opposite
appears to happen on public transport. For exarsplgices are often reduced at
weekends and Bank Holidays or, on the railways,nesaspended completely for
maintenance (Pank, 2009). There is often a compglat¢ down of the UK network for
several days over Christmas. If social travel idesd important to both the economic
performance and social cohesion of the countryj thehould be given a higher place in

the Government’s priorities.

340



Chapter 9

The Digital Divide

The digital divide is not likely to disappear quickThe Government must take into
account that there are significant minorities wioonat live in this digital world and that

these minorities may persist for some decades. rnibeels in Chapters 6 and 7 both
showed that even after decades there still remagredips that were in a sense
unconnected. As described in Chapter 8, there sgyaificant minority who have not

joined the digital revolution due to lack of skillesources or interest. Although reducing
in size, this minority will persist for many yeayst, particularly among the very elderly,

who are a fast growing segment of the population.

Helsper (2008, pp.57-58) drew attention to the thet electronic services may not be
accessible to those who need them most. As traf@ination and payment methods are
increasingly provided electronically, (see for exden BBC (2009b) and Urry (2004b))
those who are not online or using the more advafesdres of mobiles are increasingly
excluded. Yet such people are likely to be those ate least able to afford alternatives
and who most need to use public transport. Thei®@acounts Committee (PAC) has
recently complained that low cost rail fares arailable only to those with internet
access (PAC, 2009). The Government acknowledges‘weaare at a tipping point in
relation to the online world. It is moving from derring advantage on those who are in it
to conferring active disadvantage on those whovatbout” (BIS, 2009, p.11). The
Government is committed to developing the inteasethe primary means of accessing
services, albeit with a “safety net” for those natine (BIS, 2009, p.210). Creating that
safety net is the real challenge.
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9.5 Lessons for Methodology

| suggest that this thesis has demonstrated tHalness of modelling in the sense of the
definition of a model offered in Chapter 1 i.e. Baih quantifiable statements that
describe a process. A wide range of social, econ@mil demographic data was brought
together to draw pictures of what might have hapdetturing the three periods studied.
With this data, but without the modelling, it woulthve been possible to make a
qualitative assessment of the factors underlyimgahbserved growth in communications
and transport along the following lines:

* In the nineteenth century, migration, income grqviicreasing literacy and the
expansion of the railways resulted in the obsegreavth in demand for mail and
rail services.

* In the twentieth century, income growth and demplgi@ changes underpinned
the growth in adoption of phones and cars.

* At the start of the twenty-first century, the newgithl communications is
beginning to transform the social landscape fos¢heho can afford them and
have the skills to use them.

By combining data from qualitative and quantitatstedies, using concepts from both
sociology and economics, modelling made it posdibleay more: to assess the relative
importance of each of these factors and, more itaptly, to demonstrate the central role
played by personal networks and the importancekdlss Furthermore, without the

modelling, it would not be possible to make quatitie forecasts. Society is a complex
system and in complex systems, dynamic, non-limgaractions between many factors
produce the observed outcome (Chapter 1). Verballysis alone cannot deal with this
complexity. Both verbal analysis and modelling essential components in the iterative

process of the scientific analysis of social pheeom

The three case studies also demonstrate the ussfulof models that fall between
detailed evidence-based models and more geneisttaabmodels; but they also show
the difficulties of creating descriptive models. dwparticular problems emerged:

modelling household formation and generating incaidisgributions. The modelling in
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Chapter 7 demonstrated how difficult it is to mokdelsehold formation dynamics: much
detailed work was needed to reproduce observedidrefor income distribution, two
methods were used:
* a bottom-up approach, working from the characiessdf the agents to generate
an appropriate Gini coefficient, the standard measf income inequality (as
done in Chapters 7 and 8);
e a top down approach, starting with the Gini co&fit (as described in Chapter
6), an approach which is useful when little datavailable.
If descriptive models are to be used, work needbet@lone on producing these basic

building blocks of agent-based models.

Gilbert (2006) identified four “difficult” areas tbe addressed in the future development
of agent-based modelling: social networks, innargticulture and history. What does
this thesis offer in these areas?

* Gilbert complained that in social simulations, thaintenance of social networks
was assumed to be costless. The new social cimabelel presented here (Chapter
4) limits the size of personal networks in recognitof the maintenance costs.

e Although the thesis looked at the adoption of tedtbgy, the agents did not
themselves innovate.

» Culture was implicit. For instance, in the phone-aad mobile-internet models
(Chapters 7 and 8), the middle-upper class arenas$uo be geographically
mobile and this mobility is assumed to underligrtdemand for communications.

» Gilbert argued that the current state of the readldvdepends almost entirely on
its past; however, in social simulations, runs Ugusart with a uniform random
initial state. To add history means assumptionsehavbe made, for example
about agents’ literacy in the nineteenth centurydeh@and about the pattern of
phone adoption in 1951 in the twentieth century ehodhis problem was partly
addressed in that in two models by undertaking Vemg time runs, of up to 70
years. Such long periods allowed agents to gene¢hatie own history: in the
nineteenth century model (Chapter 6) 99 percenriginal agents had ‘died’ and
been replaced by the end of the 70 year periodlewhithe twentieth century
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model (Chapter 7), 94 percent of the householdsbleaa replaced by the end of

the 50 years modelled.

To sum up, | suggest that in addition to demonsigahe value of modelling, this thesis
offers three important lessons:

« the importance of looking at dynamics;

» the importance of looking at the long run;

e the importance of a multidisciplinary approach.
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9.6 Further Work

There are at least five basic strands of furthakwo

To investigate the apparent paradox between thestamocy of time spent
travelling at the aggregate level with variatiortstize individual level using

agent-based modelling (Chapter 2).

To explore further the properties of the sociawwek model based on social
circles (Chapter 4).

To explore the agent-based modelling of househatus$ thus the relationship
between individuals and households. The modellihdhausehold formation,

especially in the late twentieth century, couldabeajor project in its own right
(Chapter 7).

To develop further the analysis of communicatiod #&mavel in the digital age

(Chapter 8), such as the relationships betweenhyguobbility and maintaining

links over distance, between different types ofriends’ and between weak and
strong links.

To develop different kinds of agent-based modelmvestigate the relationship
between social and communication networks at a natwstract level, and to

allow more interaction between agents.
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Acronyms

BERR: Department for Business Enterprise & RegujaReform
BIS: Department for Business Innovation and Skills
CAA: Civil Aviation Authority

CSO: Central Statistical Office

DCMS: Department for Culture, Media & Sport
DE: Department of Employment

DfES: Department for Education and Skills
DfT: Department for Transport

DTI: Department of Trade and Industry

DTp: Department of Transport

DWP: Department of Work & Pensions

GRO: General Register Office

HMSO: Her Majesty’s Stationery Office

IM: Instant Messaging

MDA: Mobile Data Association

MMS: multimedia messaging

NTS: National Travel Survey

Ofcom: Office of Communications

Oftel: Office of Telecommunications

ONS: Office for National Statistics

OPCS: Office of Population, Censuses and Surveys
ORR: Office of Rail Regulator

Postcomm: Postal Services Commission

PAC: Public Accounts Committee

PAYG: pay-as-you-go (for mobile phones)

PN: personal network

sd: standard deviation

SMS: text messaging

SNS: social network sites

RPI: retail price index

TSO: The Stationery Office

VoIP: voice-over-internet
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Glossary

Terms marked * are those specific to this thesis.

Agent-based modela computer program that creates a world of hetregus agents in
which each agent interacts with other agents atfl tve environment.

Assortativity: seePositive assortativity by degree of connectivity.
Clustering coefficient: the extent to which the nodes connected to a gieele are in

turn linked to each other (Scott 1991, p.74). hisasured by the ratio of the actual
number of links to the maximum possible numbeiirddd.

Communication substitution effect: a new communication mode results in reductions
in use of older communication modes.

Complementary travel effect® more communication results in more travel.

Degree of connectivity the number of links to or from a node.

Degree of separationthe shortegpbath between any two nodes.

Density —seeWhole network density.

Directed link: a link from node A to node B counts as one lind #om node B to node
A as another (afindirected link). If there aren nodes in a network, there argn — 1)

directed links.

e-friends*:
* ‘Local’, who are within thesocial reachand who are also contacted online.
+ ‘Distant e-friends’, who were once within tkecial reachbut are now outside it.

* ‘Virtual e-friends’ who are beyond tremcial reachbut within virtual reach.

Epistlers*: those who were literate, had access to the maiisyand could afford to use
these services.

Gini coefficient: measures the degree of inequality in incomeilidions: the lower the
coefficient, the more equal the distribution. (Bex 2.2.1.)
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Global village effect: new communications technologies increase theggahical

spread of contacts (hamed after McLuhan).

Income elasticity. measures the extent to which demand changes mwbemes change.
The demand for a good usually rises when inconsesas so it is usually positive. If the
income elasticity is less than 1, the good is saige a necessity: if more than 1, a luxury.

Mobiles: mobile communication devices, usually phones.

NetLogo: the agent-based simulation environment usedigitiiesis (Wilensky, 1999).
New practice$: new behaviours that arise as a result of a n@wrounication mode.

Path length: the distance between a pair of nodes measurdaelryumber of links
between the pair, given that any node or link caly appear once in each path (Scott,
1991, p.71).

Personal network all those who have ties with a specified indiajisometimes called
ego-centric network.

Positive assortativity by degree of connectivitythose with large personal networks
tend to know others with large personal networks.

Price elasticity. measures the extent to which demand changes pries change.
* The own-price elasticity measures the extent takwkiie demand for a good
changes when its price changes.
» Cross-price elasticities measure the extent to lwtiie demand for one good
changes when the price of another good changes.
Reach seeSocial reach

Real terms means adjusted for inflation. If income or expéne rises faster than
inflation, then they have risen in real terms.

Size(of a network): the number of nodes or links (@addli, 2005, p.254; Scott, 1991,
pp.78 & 105).

Social reacht: the radius of the circle that determines the ©izthe personal network.

Socialshift:: the percentage of agents who move the minimussibte each time step.

Social solidarity effect: a new communication mode is used to send messagbose
in the agent’s personal network.
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Stylised fact a “simplified presentation of an empirical findin(Gilbert, 2007, p.127),
usually at macro level.

Travel communications effect*: more travel results in more communication.
Travelling epistlers*: epistlers who also had access to the rail ndtwor

Travel substitution effect*: better, easier or cheaper communication modéscoe the
need to travel.

Undirected link: a link between nodes A and B is counted as jostlimk (cfdirected
link). If there aren nodes in a network, there argr — 1) / 2 undirected links.

Whole network density: the ratio of the actual number of links in a netkvto the total
possible.
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