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Recommender Systems are Everywhere

E-commerce Social Networks News Feeding

Search Engine Navigation Travel Planning

Professional Networks Healthcare Online Education

• Influence our daily life by providing personalized services
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Technical Advancement of Recommender Systems

• From Shallow Model, to Deep Model, and to Large Model

Shallow 
Models

Deep 
Models

Large 
Models

e.g. Matrix Factorization [1] e.g. Deep & Wide NN [2] e.g. P5 [3]

[1] Koren, Yehuda, Robert Bell, and Chris Volinsky. "Matrix factorization techniques for recommender systems." Computer 42, no. 8 (2009): 30-37.
[2] Cheng, Heng-Tze, Levent Koc, Jeremiah Harmsen, Tal Shaked, Tushar Chandra, Hrishi Aradhye, Glen Anderson et al. "Wide & deep learning for recommender systems.” DLRS 2016.
[3] Geng, Shijie, Shuchang Liu, Zuohui Fu, Yingqiang Ge, and Yongfeng Zhang. "Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5)." RecSys 2022.
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Objective AI vs. Subjective AI

• Recommendation is unique in the AI family
– Recommendation is most close to human among all AI tasks
– Recommendation is a very representative Subjective AI
– Thus, leads to many unique challenges in recommendation research

Subjective AIObjective AI

RecommendationNLPComputer Vision

(Relatively) far from human.
Problems have exact answers.

Very close to human.
Problems have no absolute answers.
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Computer Vision: (mostly) Objective AI Tasks

cat dog

Image Classification Image Segmentation Object Detection

Subjective AIObjective AI

RecommendationNLPComputer Vision

Husky like a wolf
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NLP: partly Objective, partly Subjective

Syntactic Analysis

Word Segmentation

Dialog Systems

Subjective AIObjective AI

RecommendationNLPComputer Vision
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Recommendation: mostly Subjective AI Tasks
Subjective AIObjective AI

RecommendationNLPComputer Vision

Movie Recommendation Product Recommendation

Recommend Recommend
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Subjective AI needs Explainability

• Objective vs. Subjective AI on Explainability

Objective AI
Human can directly identify if the 

AI-produced result is right or wrong

cat dog

Subjective AI
Human can hardly identify if the 

AI-produced result is right or wrong

Nothing is definitely
right or wrong.

Highly subjective, and
usually personalized.
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Subjective AI needs Explainability

• In many cases, it doesn’t matter what you recommend, but how you 
explain your recommendation

• How do humans make recommendation?

I recommend this 

movie, no reason!
I recommend this 

movie, because…

Why?
Ah!
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Subjective AI needs Fairness

• Users cannot easily identify if something is right or wrong
– They have to take the recommendations as is
– Users are very vulnerable
– Users could be manipulated, utilized or even cheated by the system

Nothing is definitely
right or wrong.

Highly subjective, and
usually personalized. Users need to be treated fairly.
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Subjective AI leads to Echo Chambers

• Users don’t know which recommendations are “right” and which are 
“wrong”, they just click. [5]

• Lack of explanation makes the problem worse.

The more you like something, the more RS will recommend
similar things, and thus you like them even more.

[1] Y. Ge, S. Zhao, H. Zhou, C. Pei, F. Sun, W. Ou, Y. Zhang. Understanding Echo Chambers in E-commerce Recommender Systems. SIGIR’20.

Recommender 
System

Click

Recommend
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Subjective AI needs Controllability

• Users almost have no control of their recommender system
– They can only passively receive recommendations
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Trustworthy and Responsible Recommendation

• Explainability, Fairness, Echo Chambers, Controllability
• And many more …

– Robustness, Accountability, Privacy, etc.
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RecSys as a Human-centered AI task

E-commerce (product recommendation)

Social Networks (friend/tweet recommendation)

Professional Networks (job recommendation)

Sharing Economy (house recommendation)

Travel and Planning Services 
(ticket and hotel recommendation)

Smart and Connected Communities (driving route 
recommendation / passenger recommendation)

Search Engines (personalized search / advertising)

Financial Services (financial / investment recommendation) Medial Services (doctor recommendation, 
patient-doctor matching)

Legal Services (parole decision recommendation)

Even some high-stake application scenarios

• Recommender System (RS) is a representative Human-centered AI task
– Naturally involves human-in-the-loop
– Influences human decision making everyday and everywhere

• A wide scope of applications

Recommender System
(AI/ML algorithms)

Data

Recommendations
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Example: Resume Ranking and Recommendation
– Explainability for Responsible AI

Figure 1: A (mocked) screenshot from the LinkedIn Recruiter (credit to [1])

https://engineering.linkedin.com/blog/2019/04/ai-behind-linkedin-recruiter-search-and-recommendation-systems

Background: Many companies use automated tools such 
as LinkedIn for recruiting

When a job is posted, could receive thousands of 
applications -- impossible for HR to manually screen every 
candidate’s resume

Solution: Use ML to rank the candidates based on some 
“matching score” between resume and job description.

You only have a chance of interview if the algorithm ranks 
your resume at top positions (e.g., top-10)

Problem:
From recruiter’s perspective:
Why this candidate is a better fit than another? 

From applicant’s perspective:
Why should I trust the algorithm? 
Why should my whole career be decided by a machine?

To answer these WHY questions, we need Explainable AI!
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Human-centered Explainable, Fair and Controllable AI

• AI in Human-centered Tasks
– We not only want to know a model works (e.g., make accurate predictions)
– We also want to know why it works (e.g., why the model makes this decision, 

is it fair, and why we should trust this decision)
– Human controls AI, rather than AI controls human

• Even more important in high-stake applications related to health, safety, and law

– Errors/bias may cause severe loss in life, money, and reputation

• Explainable AI helps humans to make better decisions

Healthcare Financial Assistants Legal Assistants
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The Scope of AI

• AI ≠ ML, AI ⊃ ML

Image credit to Marcus G, Davis E. (2019). Rebooting AI: Building artificial intelligence we can trust. Pantheon; 2019 Sep 10.



• Symbolic Reasoning Approach to AI
– Mid-1950s to late 1980s

• Machine Learning Approach to AI
– Early 1990s to date

Expert systems 
(If-Then production rules)

A* Search

Production Rules

Example Methods:

Knowledge Representation and Reasoning

Example Systems:

Chess AI 
(IBM Deep Blue)

Alpha-Beta Pruning

Example Methods:

Support Vector Machine Matrix Factorization

Example Systems:

Deep Neural NetworksRepresentation Learning

Recommender Systems Image and Language Processing

A (very rough) History of AI Research



Symbolism vs Connectionism - A comparison

• a.k.a. Rationalism vs Empiricism approaches to AI

Symbolism/Rationalism
A top-down design approach

Connectionism/Empiricism
A bottom-up design approach

Advantages:
• Accurate decision
• Highly explainable & human readable

Disadvantages:
• Extensive expert human efforts
• Difficult to handle noisy data

Advantages:
• Less human efforts
• Better at working with noisy data

Disadvantages:
• Decisions are usually approximate
• Difficult to explain (black-box model)

Symbolic
“Reasoning”

Rules
Data

Answers Machine
“Learning”

Data
Answers

Rules



Bridge the best of two Worlds?
• Neural Symbolic Machine Learning

– Grant learning systems with reasoning ability
– Improve decision accuracy
– Improve decision transparency

• Key Challenge
– How to bridge differentiable neural networks and discrete symbolic reasoning in shared 

architecture for optimization and inference

Differentiable 
Neural Networks

Discrete Symbolic 
Reasoning



Neural Logic Reasoning
• Key idea [4-8]

– Learning logical variables as vectors in logical embedding space
– Learning logical operations as neural modules in the latent space

a

a ∧ b

[4] Shaoyun Shi, Hanxiong Chen, Weizhi Ma, Jiaxin Mao, Min Zhang, and Yongfeng Zhang. "Neural Logic Reasoning”, CIKM 2020.
[5] Hanxiong Chen, Shaoyun Shi, Yunqi Li and Yongfeng Zhang. “Neural Collaborative Reasoning”, WWW 2021.
[6] Hanxiong Chen, Yunqi Li, Shaoyun Shi, Shuchang Liu, He Zhu and Yongfeng Zhang. “Graph Collaborative Reasoning”, WSDM 2022.
[7] Jianchao Ji, Zelong Li, Shuyuan Xu, Max Xiong, Juntao Tan, Yingqiang Ge, Hao Wang, Yongfeng Zhang. “Counterfactual Collaborative Reasoning”, WSDM 2023.
[8] Wenyue Hua and Yongfeng Zhang. “System 1 + System 2 = Better World: Neural-Symbolic Chain of Logic Reasoning”, EMNLP 2022.

AND

b a

a ∨ b

OR

b a

¬a

NOT

In our implementation, AND(*,*), OR(*,*), NOT(*) are simple 2-layer neural networks



Logic-Integrated Neural Network (LINN)
• Any logical expression can be dynamically assembled into a neural structure

𝑣! ∧ 𝑣" ∨ ¬𝑣# = 𝑇 ¬𝑣! ∧ (𝑣" ∨ 𝑣#) = 𝐹

Optimize with task dependent loss, e.g.,:
Cross-Entropy Loss: Pair-wise Ranking Loss:



Logical Regularization over Neural Modules
• How do we know the AND(*,*) module is really doing logical AND?

– And also, for OR(*,*) and NOT(*)?

• Logical Regularization
– Logical operators should satisfy a set of basic requirements

• Logical Regularized Loss



Application 1: Solving Logical Equations
• 10k logical variables, 30k randomly generated logical equations

– In Disjunctive Normal Form (DNF)

– Expressions: training (80%), validation (10%), and test (10%) sets.

– Task: Predict the T/F value for expressions in test sets

LINN outperforms traditional (non-logical) neural networks. 
RNN/LSTM/CNN does not model the compositional logical structure.
Logical regularization is important.

?



Application 1: Solving Logical Equations
• t-SNE visualization of logical variable embeddings

– LINN can finally separate the True and False variables
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Accuracy of variable solving: 96%

We can use machine learning to (approximately) solve NP-complete problems

Agnostic to small errors and noise in data.



Application 2: Explainable Recommendation

• Logic expressions help to model item relationships in recommendation
– Complimentary: iPhone ∧ iPhone case = 𝑇
– Substitutive: (Coke ∧ ¬ Pepsi) ∨ (¬ Coke ∧ Pepsi) = 𝑇
– Irrelevant: iPhone ∧ Android data line = 𝐹.

• User’s interaction history can be represented as logical expressions
– Suppose user purchased item 𝑣$ after several history interactions { 𝑣% = T (likes), 𝑣& = F (dislikes) }

– Training example: 𝑣% ∧ 𝑣$ ∨ ¬𝑣& ∧ 𝑣$ ∨ 𝑣% ∧ ¬𝑣& ∧ 𝑣$ = 𝑇
– This is a noisy reasoning problem: different users’ equation may conflict

• Pair-wise Contrastive Ranking Loss

Neural Logic Reasoning for Explainable Recommendation



Application 2: Explainable Recommendation
• Recommendation Performance

– LINN makes significant improvements on Movie and E-commerce recommendation

• Extracting Explanations for the Recommendations
– The AND module extracts complimentary item explanations
– E.g., iPhone ∧ iPhone case = 𝑇
– Explanation: We recommend this iPhone case is 

because you have purchased an iPhone.



Neural Collaborative Reasoning
• Personalize the Reasoning Process

• Reasoning with Implicit Feedback
– User 𝑢, items {𝑣1,𝑣2, …,𝑣r}

– 𝐼(𝑢, 𝑣𝑖) is an encoding function showing user 𝑢 interacted with an item

– 𝐼(𝑢, 𝑣𝑖) can be a simple neural network

• Reasoning with Explicit Feedback
– User 𝑢, items {𝑣1,𝑣2, …, ¬𝑣r}, where ¬𝑣r  represents a user has negative feedback

– 𝐿(𝑢, 𝑣𝑖) is an encoding function showing user likes an item

Horn Clause: 𝐼(𝑢, 𝑣1) ∧ 𝐼(𝑢, 𝑣2) ∧ · · · ∧ 𝐼(𝑢, 𝑣𝑟) → 𝐼(𝑢, 𝑣𝑥)

Horn Clause: 𝐿(𝑢,𝑣1) ∧ 𝐿(𝑢,𝑣2) ∧ · · · ∧ ¬𝐿(𝑢,𝑣r) → 𝐿(𝑢,𝑣x)



Collaborative Reasoning Architecture

𝑒'
(! ∧ 𝑒'

(" · · · ∧ 𝑒'
(# → 𝑒'

($ ⟺ ¬𝑒'
(! ∨ ¬ 𝑒'

(" · · · ∨ ¬ 𝑒'
(# ∨ 𝑒'

($

Horn Clause: 𝐼(𝑢, 𝑣1) ∧ 𝐼(𝑢, 𝑣2) ∧ · · · ∧ 𝐼(𝑢, 𝑣𝑟) → 𝐼(𝑢, 𝑣𝑥)

𝑝 → 𝑞 ⟺ ¬𝑝 ∨ 𝑞



From Learning to Reasoning for AI

• From Perception to Cognition
• From System 1 to System 2

Matching Models Reasoning ModelsSequential Models



From Learning to Reasoning

• From System 1 to System 2 for AI

𝐼(𝑢, 𝑣1) ∧ 𝐼(𝑢, 𝑣2) ∧ · · · ∧ 𝐼(𝑢, 𝑣𝑟) → 𝐼(𝑢, 𝑣𝑥)



From Learning to Reasoning

• From System 1 to System 2 for AI

𝐼(𝑢, 𝑣1) ∧ 𝐼(𝑢, 𝑣2) ∧ · · · ∧ 𝐼(𝑢, 𝑣𝑟) → 𝐼(𝑢, 𝑣𝑥)

System 1: Perceptive Learning

System 2: Cognitive Reasoning

System 1: Perceptive Learning System 2: Cognitive Reasoning



Results

• NCR-I: Reasoning with Implicit Feedback
• NCR-E: Reasoning with Explicit Feedback

• Model is Partly Explainable



The Importance of Causal-Consistent Reasoning

• EqModel (causally consistent): 
– 𝒆$

%! ∧ 𝒆$
%" · · · ∧ 𝒆$

%# → 𝒆$
%$ ⟺ ¬𝒆$

%! ∨ ¬ 𝒆$
%" · · · ∨ ¬ 𝒆$

%# ∨ 𝒆$
%$ (1)

– 𝒆$
%! ∧ 𝒆$

%" · · · ∧ 𝒆$
%# → 𝒆$

%$ ⟺ ¬ (𝒆$
%!∧ 𝒆$

%" · · · ∧ 𝒆$
%#) ∨ 𝒆$

%$ (2)

• CMPModel (causally inconsistent):
– 𝒆$

%$ → 𝒆$
%! ∧ 𝒆$

%" · · · ∧ 𝒆$
%# ⟺ ¬𝒆$

%$ ∨ (𝒆$
%! ∧ 𝒆$

%" · · · ∧ 𝒆$
%#) (3)

Causally consistent models are comparable
Causally consistent models are better than causally inconsistent models



The Importance of Neural-Symbolic Reasoning 
(compared with Pure-Symbolic Reasoning)

• Boolean logic constraint:

– G is for ground-truth vector, which is either T or F; 

– MSE() is mean square error.

• Neural-Symbolic Reasoning is better than Pure 
Boolean Logic Reasoning

– We leverage both Learning and Reasoning abilities



Counterfactual Explanations

• Associative vs. Causal/Counterfactual Reasoning

If the item had been slightly worse on [aspect(s)], then it would not have been recommended.

Counterfactual Explanation:

[9] Juntao Tan, Shuyuan Xu, Yingqiang Ge, Yunqi Li, Xu Chen and Yongfeng Zhang. “Counterfactual Explainable Recommendation”, CIKM 2021.
[10] Juntao Tan, Shijie Geng, Zuohui Fu, Yingqiang Ge, Shuyuan Xu, Yunqi Li and Yongfeng Zhang. “Learning and Evaluating Graph Neural Network Explanations based on Counterfactual 

and Factual Reasoning”, WWW2022.
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Simple and Effective Explanations

• Occam’s Razor Principle
– If two explanations are equally effective in explaining the results, we 

prefer the simpler explanation than the complex one.

• To character Simpleness
– Explanation Complexity

• To character Effectiveness
– Explanation Strength
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Complexity vs. Strength

• Two orthogonal concepts

ComplexSimple

Weak

Strong

Complex and Strong 
Explanations

Simple and Strong 
Explanations

Simple but Weak
Explanations

Complex but Weak
Explanations

38



Complexity vs. Strength

• Two orthogonal concepts

ComplexSimple

Weak

Strong

Complex and Strong 
Explanations

Simple and Strong 
Explanations

Simple but Weak
Explanations

Complex but Weak
Explanations
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Complexity vs. Strength

• Two orthogonal concepts

ComplexSimple

Weak

Strong

Complex and Strong 
Explanations

Simple and Strong 
Explanations

Simple but Weak
Explanations

Complex but Weak
Explanations
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Counterfactual Learning and Reasoning

• Seek simple and effective explanations

– Idea: Find minimal changes to an item’s features so that the item can be kicked out of the 
recommendation list

• Related Optimization for model learning
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Sufficiency and Necessity of Explanations
• S ⇒ N: S is a sufficient condition for N
• ¬N ⇒ ¬S: N is a necessary condition for S
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Sufficiency and Necessity of Explanations
• S ⇒ N: S is a sufficient condition for N
• ¬N ⇒ ¬S: N is a necessary condition for S
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Sufficiency and Necessity of Explanations
• S ⇒ N: S is a sufficient condition for N
• ¬N ⇒ ¬S: N is a necessary condition for S
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Counterfactual Reasoning gives Better Explanations
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Interesting Observations

• Top-ranked items need to be backed by stronger and more 
complex explanations
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PN & PS based Evaluation is Usable

• PN/PS metrics are highly correlated with ground-truth based metrics

Kendall’s 𝜏 and Spearman’s ρ correlation

47



Towards User Controllable Recommender Systems

• Users almost have no control of their recommender system
– They can only passively receive recommendations

48



Towards User Controllable Recommender Systems

• Users almost have no control of their recommender system
– They can only passively receive recommendations

• This causes many problems, e.g., echo chamber

The more you like something, the more RS will recommend
similar things, and thus you like them even more.

Recommender 
System

Click

Recommend

[11] Yingqiang Ge, Shuya Zhao, Honglu Zhou, Changhua Pei, Fei Sun, Wenwu Ou, Yongfeng Zhang. Understanding Echo Chambers in E-commerce Recommender Systems. SIGIR’20.
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Towards User Controllable Recommender Systems

• Users almost have no control of their recommender system
– They can only passively receive recommendations

• The Social Echo Chamber
– Makes all your connections like-minded persons as you
– Makes all your news feed similar as what you already liked
– Makes it difficult to explore new ideas and opinions different from yours
– May even reinforce people’s extreme ideas

50



User Control based on Counterfactual Explanations

Counterfactual Retrospective Explanation:

We recommend this video X because you previously
liked videos A and B, if you didn’t like them, then
we would not have recommended this video X.

Counterfactual Prospective Explanation:

If you click “like” on this newly recommended video X, 
then we will recommend videos such as D and E
in the future.

Help users know the consequences of their behaviors so that they can take informed actions.
Users can control their recommendation by invoking or revoking certain actions. 51



Bridging Explainability and Fairness

[12] Yingqiang Ge, Juntao Tan, Yan Zhu, Yinglong Xia, Jiebo Luo, Shuchang Liu, Zuohui Fu, Shijie Geng, Zelong Li and Yongfeng Zhang. Explainable Fairness in Recommendation. SIGIR’22.

• Counterfactual Explanation is a flexible framework
– As long as the explanation target can be quantified, counterfactual 

framework can explain it
– How changes in the input influences the output

• Explainable Fairness is important in Recommendation
– Hundreds, thousands or even more features
– System designers:

• Want to know which feature(s) cause unfairness
– Users:

• Want to know how to intervene unfair results to make it more fair
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Counterfactual Explainable Fairness

• Too many features in RecSys, manually analysis is almost impossible
– Automatic explainable fairness is needed.

– E.g., top-5 features that lead to exposure unfairness
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Counterfactual Explainable Fairness

• Counterfactual Explainable Fairness framework

min. Explanation Complexity
𝑠. 𝑡. , Model Unfairness ≤ 𝛿

Fairness definition: equal opportunity fairness
Can be any other definition
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Counterfactual Explainable Fairness

• Better Fairness-Utility Trade-off
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• Natural language sentence is the most human-friendly way of explanation
– Human and machine will inevitably collaborate with each other in future jobs
– We believe future machines should be able to explain themselves through natural language
– Better understanding, collaboration and trust between human and machines

I am making 
this decision 
because …

Natural Language Explanations

56



Natural Language Explanation in Recommendation
• Explainable Recommendation as Natural Language Generation

– Recommendation is a very suitable task for developing natural language explanation models
– High quality ground-truth explanations from humans

https://www.amazon.com/Garmin-Navigator-Lifetime-Directions-Foursquare/dp/B01A1HL9Z6/ref=cm_cr_arp_d_product_top?ie=UTF8
https://www.amazon.com/Mary-Poppins-Anniversary-Julie-Andrews/dp/B004LLDN3A
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Large Recommendation Models (LRM) for Universal 
Recommendation Engine
• Examples

[3] Shijie Geng, Shuchang Liu, Zuohui Fu, Yingqiang Ge, and Yongfeng Zhang. "Recommendation as Language Processing (RLP): A Unified Pretrain, 
Personalized Prompt & Predict Paradigm (P5).” RecSys 2022.
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Pretrain, Personalized Prompt & Predict Paradigm (P5)

• Examples
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The P5 Architecture

• P5 Architecture

ID tokenization is critically important
Keep a constant and manageable amount of tokens
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Better Recommendation Accuracy
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Better Explanation Quality
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Zero-Shot Generalization to Items in New Domains
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Summary

I am making 
this decision 
because …

• Trustworthy and Responsible Recommendation
– Explainability, Fairness, Echo Chambers, Controllability
– Many other perspectives: Robustness, Accountability, Privacy, etc.

M
et

ho
ds

Human-centered Tasks

Counterfactual Reasoning Counterfactual Explainable Recommendation

Counterfactual Fairness Counterfactual Explainable Fairness

Human-controllable AI User Controllable Recommendation

Large Recommendation Models Multi-task Learning, Natural Language Explanation

Subjective AIObjective AI

RecommendationNLPComputer Vision
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