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ABSTRACT
Chit-chat has been shown effective in engaging users in human-
computer interaction. We find with a user study that generating
appropriate chit-chat for news articles can help expand user interest
and increase the probability that a user reads a recommended news
article. Based on this observation, we propose a method to generate
personalized chit-chat for news recommendation. Different from
existing methods for personalized text generation, our method only
requires an external chat corpus obtained from an online forum,
which can be disconnected from the recommendation dataset from
both the user and item (news) perspectives. This is achieved by
designing a weak supervision method for estimating users’ per-
sonalized interest in a chit-chat post by transferring knowledge
learned by a news recommendation model. Based on the method
for estimating user interest, a reinforcement learning framework
is proposed to generate personalized chit-chat. Extensive experi-
ments, including the automatic offline evaluation and user studies,
demonstrate the effectiveness of our method1.
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1 INTRODUCTION
Recommendation has become one of the most widely adopted tech-
niques for handling information overload. As recommender sys-
tems impact the daily lives of users in an increasingly profound
way, the community has reached a consensus that merely improv-
ing recommendation accuracy is not enough. It is also important
that we optimize how recommender systems communicate with
users to provide a desirable user experience. To achieve this goal,
many pioneering works have been proposed to give explanations
by the knowledge graph [20, 41] or generate informative or attrac-
tive text to improve recommendation experience, such as review-
based textual explanations about why specific items are recom-
mended [3, 4, 16, 31, 40], personalized item summarization [33], and
conversations for efficiently collecting user feedback [2, 5, 27, 42].
These methods not only increase the probability that a user adopts
a recommended item, but can also help users make a better decision,
which significantly increases user trust and satisfaction [3, 40].

While existing works in this line are useful and promising, they
typically assume that the type of text to be generated (e.g., re-
views or product descriptions) can be found in the recommendation
dataset. This prevents them from being widely adopted in scenarios
where a desirable textual corpus does not exist in the recommen-
dation dataset. An interesting question is: is it possible to leverage
an external textual corpus to improve user experience in recommen-
dation? For example, there are large-scale open-domain textual
corpora online that are engaging, informative, and related to recom-
mended items, such as chats about news articles, songs, and online
products in the online forums. These textual corpora are potentially
beneficial to improve user experience in various recommendation
scenarios. However, they are currently unexplored.

We aim to bridge the research gap and move towards using
external text data for improving recommendation experience. In
particular, we explore the usefulness of online chit-chat corpora
due to two reasons. First, generating human-like chit-chat has been
shown effective in engaging users in human-computer interac-
tion [38]. Second, external chit-chat corpora in online forums, e.g.,
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News: Deforestation in Brazil’s Amazon at highest level since 2006 | Environment

User 1 keywords: paris, europe, city

Chit-chat: Pretty good to know that in Europe they clear land and build cities only 

for the most desirable locations close to the nature

User 2 keywords: economic, cash, campaign

Chit-chat: Would the UN or US apply economic sanctions under threat of a 

bombing campaign to halt the deforestation?

User 3 keywords: taylor, swift, song

Chit-chat: A song of Taylor is about reviving the nature. It is nice, Blondie.

Figure 1: Personalized chit-chat for news recommendation.

Reddit2, involve many interesting discussions about items such
as news articles, songs, and movies. In this paper, we use news
recommendation as a guiding example, and show how personalized
chit-chat for each news article can be generated. As shown in Fig. 1,
the chit-chat is engaging and fits users’ personal interests. It not
only increases the probability that a user reads the news, but also
provides a novel way for expanding users’ reading interest and
handling information cocoons [13]. For example, the news head-
line about environment protection is not interesting to the users
previously, but by creating a personalized chit-chat that fits their
interest (e.g., Europe) and communicating with the users in a casual
and engaging way, the users may become more interested in the
news article. This may encourage the users to read something more
distantly related to their clicked news.

Although improving recommendation experience with chit-chat
is promising, it is unclear whether it can achieve the desired result
for real users in a news recommender system. Generating appro-
priate, personalized chit-chat for users of a recommender system
by using an external chit-chat corpus is also non-trivial. There is
no ground-truth for either training or evaluation, so a traditional
supervised learning framework cannot be applied. Moreover, the
chit-chat corpus and recommendation dataset are disconnected
both from the user and item perspectives: the users in the recom-
mendation dataset cannot be found in the chit-chat corpus, and
there is no guarantee that every news article (item) in the recom-
mendation dataset can be linked to a news article in the chit-chat
corpus. As a result, it is very difficult to decide how we can trans-
fer knowledge from the chit-chat corpus to the recommendation
dataset, or model users and chit-chat in a unified way, which is
indispensable for generating personalized chit-chat.

To solve these challenges, we make the following contributions.
First, we conduct a user study to achieve a better understanding

of whether external text like chit-chat can help recommendation.
Analysis shows that an appropriate chit-chat can not only signifi-
cantly increase the news click probability (+26%) but also encourage
users to expand his/her reading interest (the expected number of
clicked news increased by 27.6%).

Second, we propose a weak supervision method for quantifying
users’ personalized interest in any chit-chat post with no ground-
truth labels. The basic idea is to create weak labels by transferring
news headlines into their correspondence in the chit-chat domain.
A news recommendation model is then fine-tuned with the weak
labels to transfer its knowledge about users’ personalized interest
in headlines to the chit-chat space. The key here is how we can
eliminate noises during headline transfer. Inspired by the crowd-
sourcing methods, we generate multiple possible chit-chat posts
2https://files.pushshift.io/reddit/

Headline Chit-chat IncreaseMean Std. Mean Std.

%Click 0.501 0.19 0.634 0.16 26%∗

#News 99.37 38.1 126.8 37.02 27.6%∗

Table 1: Usefulness of chit-chat in increasing the click rate
of news (%Click) and the number of news clicked by a user
(#News). Statistical significant increase is marked with ∗.

for each news headline, and treat each post as a weak label given
by a worker (low-quality labeler). The reliability of each worker is
measured with a relevance model, which allows us to flexibly adjust
the weight of each weak label. Results in the collected benchmark
dataset demonstrate the effectiveness of our model.

Third, we propose a reinforcement learning method to generate
Personalized chit-chat for news Recommendation using External
Text corpora (PRET). In this framework, a reward function is de-
signed to score a generated chit-chat post based on both the users’
personalized interest and non-personalized factors, e.g., relevance
with the news and expected number of likes for the chit-chat. A
generation policy is then gradually learned to output chit-chat that
maximizes the reward. The key here is how to ensure that the gen-
erated chit-chat is personalized, engaging, and of high quality. To
this goal, we effectively integrate personalized information into a
pre-trained language model UniLM [7], and propose a two-phase
optimization schema for reinforced personalized text generation.

Finally, we conduct extensive experiments, including automatic
quantitative experiments, case study, and user study, to verify the
effectiveness and usefulness of our method.

2 USER STUDY ON CHIT-CHAT FOR NEWS
RECOMMENDATION

We perform a user study to 1) understand whether external text like
chit-chat can help increase a user’s interest in recommended news
and 2) provide a benchmark for evaluating whether a model can
correctly capture a user’s personalized interest towards a chit-chat.

To understand the impact of chit-chat on news recommendation,
we collect 920 news articles published in Dec. 2019, and their cor-
responding 13,915 chit-chat posts in the subreddit “news” of the
social platform Reddit. Then, we hire 50 participants from a data
labeling company. For each participant, we randomly sample 200
or more pairs of chit-chat posts from the 13,915 posts, and provide
them with both the chit-chat posts and the corresponding news
headlines. The participants are required to answer three questions:
• Q1: Will you click the news after seeing the headline?
• Q2: Will you click the news after seeing the chit-chat post?
• Q3: Which chit-chat post can better attract you to click the news?
As shown in Table 1, chit-chats significantly increase the news click
probability (+26%) and encourage users to read more (+27.6%).

The user study results can also be used for evaluating personal-
ized chit-chat ranking models, since in Q3, we collect user prefer-
ences for different chit-chats. An issue is that these 50 participants
cannot be directly linked to news recommendation datasets. To fill
the gap, we directly collect which news articles the participants
like. More details for the user study (e.g., screenshot for the label-
ing website) and data collection (e.g., data statistics and detailed
collection process) are given in Appendix A.1.
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3 PRELIMINARY
3.1 News Recommendation
News recommendation aims to predict a user’s personalized interest
in a news article based on the click history of the user. Specifically,
a news recommendation dataset contains a list of users U and a
set of news articles N . A user 𝑢 ∈ U is represented by the news
articles that s/he clicked:𝑢 = (𝑛1, 𝑛2, ...𝑛 |𝑢 |), and each news article
𝑛𝑖 ∈ N consists of a news headline and news body. We represent
𝑛𝑖 as a sequence of sentences 𝑛𝑖 = [𝑆1, ..., 𝑆 |𝑛𝑖 |], where the first
sentence is the headline ℎ𝑖 , and the other sentences are from the
news body. Based on the dataset, a news recommendationmodel
𝑓 (𝑢, 𝑛𝑖 ) can be learned to predict whether a user 𝑢 will click a news
article 𝑛𝑖 . Most news recommendation models encode only the
news headlines [34, 35], since users decide whether to click a news
article based only on the headline, i.e., 𝑓 (𝑢, 𝑛𝑖 ) = 𝑓 (𝑢,ℎ𝑖 ).

3.2 Problem Formulation
The problem of generating personalized chit-chat for news recom-
mendation can be defined as follows.

Model input. Given a news recommender system, the input of a
personalized chit-chat generation model is a user-news pair (𝑢, 𝑛𝑖 ),
where 𝑢 ∈ U and 𝑛𝑖 ∈ N belong to the recommendation system.

Model output. The generation model outputs a chit-chat 𝑐 tai-
lored for the user 𝑢 based on the news content 𝑛𝑖 . The chit-chat 𝑐
is represented by a sequence of word tokens: 𝑐 = (𝑦1, 𝑦2 ..., 𝑦 |𝑐 |).

External textual corpus setting. Most existing works for per-
sonalized text generation assume that the type of text (e.g., reviews,
or product descriptions) we wish to generate can be found in the
recommendation dataset. However, this poses a high standard to
the recommendation dataset, which typically does not contain text
such as chit-chat. In this paper, we propose a novel setting in which
an external textual corpus is used for generation.

Specifically, the chit-chat corpus we use contains a set of news
articles N ′ and chit-chat posts C. The corpus can be disconnected
with the recommendation dataset from both the user and item
(news) perspective: we neither require that the users U can be
found in the chat corpus, nor assume that the set of news in the
chat corpus (N ′) overlaps with that in the recommendation dataset
(N ). The only things that we require are:
• RQ1. The news articles in both datasets contain the same set
of features (in our case, titles and bodies), and share a similar
distribution (e.g., contain news articles on a similar set of topics);

• RQ2. There is an N-to-N mapping between news articles in N ′

and chit-chat posts in C. This means that we know roughly which
chit-chat posts are relevant to which news articles. We denote
this mapping as𝑚(𝑛′

𝑖
, 𝑐 𝑗 ), which is 1 (or 0) when 𝑛′

𝑖
is (or is not)

relevant with 𝑐 𝑗 . Such relevance can be easily obtained from
online forums such as Reddit, in which people chat under a post
for a news article. In cases where such relevance is absent, we
may distill them using heuristics such as content similarities.

4 PERSONALIZED INTEREST IN CHIT-CHAT
A key challenge in using an external chat corpus is to understand
users’ personalized interest in a chit-chat post. In this section, we
introduce how we estimate this in the absence of ground truth.

News Chit-chat

𝑓′(𝑢, 𝑐𝑗)
News 

recommendation 
model

Personalized 
chit-chat ranking 

model
Fine-tune with 

weak labels

𝑓(𝑢, 𝑛𝑖)

𝑔(𝑛𝑖)

User 
interactions

Weak 
labels

Test news

Chit-chat 
selected by 

𝑓′

𝑢

Figure 2: Weakly supervised paradigm for learning a person-
alized chit-chat ranking model.

4.1 Unsupervised Paradigm
A straightforwardmethod is to directly use a news recommendation
model to capture user interest. The basic idea is that any learned
news recommendation model 𝑓 (𝑢, 𝑛𝑖 ) that predicts how much user
𝑢 likes news 𝑛𝑖 could capture the personalized interest of users [1].
Thus, if we assume that the chit-chat and news headlines are in
the same space, i.e., the news encoder learned in an existing news
recommendation model could be used for accurately encoding chit-
chat, then we could directly use 𝑓 to measure users’ personalized
interest in a chit-chat post. In other words, we may measure the
personalized interest of user 𝑢 towards chit-chat post 𝑐𝑖 by 𝑓 (𝑢, 𝑐𝑖 ).

While this paradigm requires no supervised data and is easy to
implement, it has two issues. First, 𝑓 (𝑢, 𝑐𝑖 ) may not be accurate,
since the chit-chat posts and news headlines are significantly differ-
ent from multiple perspectives, ranging from wording and entities
mentioned to language normativity and grammar structure. For
example, in a chat corpus, fans usually refer to celebrities by using
their nicknames (e.g., Blondie for Taylor Swift), which rarely appear
in news articles. It is very difficult for the news encoder to correctly
understand such entities (nicknames), which are important for cap-
turing user interest. Second, this unsupervised paradigm cannot be
extended to scenarios where items in the recommendation dataset
contain other types of features, in addition to natural language ones.
For example, the news may contain categorical features such as the
publisher or editor of the news.

4.2 Weakly Supervised Paradigm
We solve the aforementioned problem by using a weakly super-
vised paradigm. Weak supervision refers to training with supervi-
sion signals that are incomplete (a small subset of labels), inexact
(coarse-grained labels), or inaccurate (labels are not always ground-
truth) [43]. Our scenario falls into the last category, in which we
create a set of weak labels that may not always be accurate based
on both the external chat corpus and the recommendation dataset.

As shown in Fig. 2, the basic idea is to use the external chat corpus
to learn a model 𝑔 that maps a news article into its corresponding
chit-chat, and then use the mapped chit-chat posts to fine-tune the
recommendation model 𝑓 . In this way, the news ranking model
𝑓 is changed to a chit-chat ranking model 𝑓 ′, which replaces the
previous news encoder with a chit-chat encoder, and solves the
aforementioned issues of the unsupervised paradigm. For example,
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𝑔 will change Taylor Swift in the news into Blondie in the chit-
chat given an appropriate context, which helps 𝑓 ′ to understand
and encode nicknames such as Blondie correctly. Moreover, since
𝑓 ′ is fine-tuned based on 𝑓 , it is able to leverage the knowledge
embedded in 𝑓 , which is learned from the recommendation dataset
and encodes users’ personalized preferences. Given a large number
of potentially interesting posts for an article, 𝑓 ′ can be used to
identify the one that best fits a user’s interest (orange square in
Fig. 2), based on its relations with the weak labels.

The key here is how to learn 𝑔, as well as how to generate and
train with weak labels. Next, we first introduce a straightforward
formulation and then show how the formulation can be refined
based on the idea of crowd-sourcing [43].

4.2.1 Straightforward Formulation. To learn the model 𝑔 that trans-
fers news articles to chit-chat posts, a straightforward way is to
directly use the N-to-N mapping𝑚 between the news articles and
the chit-chat posts in the external chat corpus (RQ2 in Sec. 3.2).
Specifically, 𝑔 can be any natural language generation model, e.g.,
a pre-trained model UniLM [7]. We can learn 𝑔 in a supervised
manner with the cross-entropy loss L𝐶𝐸 , so that it maximizes the
likelihood of generating chit-chat 𝑐 𝑗 given a news article 𝑛′

𝑖
, if the

chit-chat is relevant with the news (i.e.,𝑚(𝑛′
𝑖
, 𝑐 𝑗 ) = 1):

𝑔 = arg min𝑔′ L𝐶𝐸 (𝑔′) (1)
L𝐶𝐸 (𝑔′) = −∑

𝑚 (𝑛′
𝑖
,𝑐 𝑗 )=1 log 𝑝 (𝑐 𝑗 = 𝑔′(𝑛′𝑖 )) (2)

Weak labels. Given 𝑔, the labels for the personalized chit-chat
ranking model 𝑓 ′ could be obtained based on the formulation

𝑓 (𝑢, 𝑛+) > 𝑓 (𝑢, 𝑛−) ⇒ 𝑓 ′(𝑢, 𝑐+) > 𝑓 ′(𝑢, 𝑐−) (3)
∀𝑐+ = 𝑔(𝑛+), 𝑐− = 𝑔(𝑛−) (4)

The underlying assumption is that, if a user prefers some news
articles, then he will like the discussion and chit-chat about the
corresponding news. The assumption is not always true, so it only
allows us to derive weak labels. Accordingly, given a set of tuples
(𝑢, 𝑛+, 𝑛−) where 𝑛+ (or 𝑛−) is a news article the 𝑢 clicked (or not
clicked), a training sample of 𝑓 ′ can be derived as (𝑢,𝑔(𝑛+), 𝑔(𝑛−)).

Note that𝑔 is trainedwith the newsN ′ in the chat corpus (Eq. (2))
and applied in the newsN in the recommendation dataset (Eq. (4)).
Thus, generating accurate chit-chat in Eq. (3) requires that the two
sets of news articles share the same set of features and a similar
distribution (RQ1 in Sec. 3.2).

To make full use of the chat corpus to improve the ranking ability,
we assume the user’s reply behavior is a weak label of the user’s
click behavior. We regard the news the user replies to as the news
clicked by the user and label the human-generated post according
to if the user replies to the post. Therefore, besides transferring
the knowledge of user interest on recommendation dataset using
Eqs. (3) and (4), we can also learn the knowledge of user interest
from the reply behavior on external chat corpus. The two data
sources are in the same format and can be trained together.

Fine-tuning. Given weak labels (𝑢, 𝑐+ = 𝑔(𝑛+), 𝑐− = 𝑔(𝑛−)), we
can learn 𝑓 ′ in the same way as any other recommendation model.
Usually, a BPR loss is leveraged:

L𝑃𝐸𝑅 = −
∑︁

(𝑢,𝑛+,𝑛−)
log

𝑒 𝑓
′ (𝑢,𝑔 (𝑛+))

𝑒 𝑓
′ (𝑢,𝑔 (𝑛+)) + 𝑒 𝑓 ′ (𝑢,𝑔 (𝑛−))

(5)

where 𝑓 ′ reuses the architecture of 𝑓 . 𝑓 can be any news recom-
mendation model. In this paper, we set 𝑓 as NAML [35], which
is a widely-used news recommendation model that well balances
efficiency and accuracy.

4.2.2 Crowd-Sourcing-Based Learning. The weak labels obtained
by using the straightforward formulation can be of low quality,
since related chit-chat posts for a news article may contain a lot of
noisy posts that are not informative, and can be quite diversified in
terms of topic distribution. This causes two major problems. First,
directly learning 𝑔 with Eqs. (1) and (2) may easily result in sub-
optimal results, e.g., generating generic chit-chat like “That’s good
news.” [26]. Second, many training samples generated with 𝑔 may
fail to satisfy the assumption in Eq. (3): among a large number of
posts for 𝑛+, only a limited number of informative and relevant
ones may be interesting to the user. Thus, in order to accurately
capture user interest and learn a good 𝑓 ′, it is essential that we
improve 𝑔 and the quality of generated weak labels.

To achieve this goal, we develop a crowd-sourcing-based for-
mulation. Crowd-sourcing is a popular paradigm in learning with
inaccurate supervision and has been widely used to collect labels
in a cost-effective way [43]. Specifically, crowd-sourcing assigns
potentially difficult labeling tasks to multiple low-quality workers
and derives a good label by ensembling the noisy labels provided by
the workers. Many methods have been developed to better ensem-
ble the labels, such as majority voting and its variations [28], and
a key of these algorithms is to decide the reliability of each worker.

Inspired by the idea of crowd-sourcing, we improve the quality of
collected weak labels by learning multiple candidates (𝑔 (1) ..., 𝑔 (𝐾) )
for 𝑔, and treat each 𝑔 (𝑘) as an independent worker. Then, we com-
pute relevance-based reliability for each 𝑔, and combine multiple
weak labels with weighted fine-tuning. Specifically, our method
contains the following three steps:
𝑔 (1) ..., 𝑔 (𝐾) as different workers. To improve the quality of

generated chit-chat posts, we learn𝑔 so that it not only writes a post
but also maximizes the relevance of the post with the news content.
This enables us to avoid generating low-quality posts that are not
informative or drifting away from the news content. Suppose there
are 𝐾 different relevance functions {𝑅𝑒𝑙 (𝑘) (𝑛′

𝑖
, 𝑐 𝑗 ) |𝑘 ∈ [1, 𝐾]}, we

build 𝑔 (𝑘) for each of them:

𝑔 (𝑘) = arg min𝑔′ L (𝑘)
𝐶𝐸

(𝑔′) + 𝜆𝑒L (𝑘)
𝑅𝑒𝑙

(𝑔′) (6)

L (𝑘)
𝐶𝐸

(𝑔′) = −∑
𝑚 (𝑛′

𝑖
,𝑐 𝑗 )=1

𝑐 𝑗 =arg max𝑅𝑒𝑙 (𝑘 ) (𝑛′
𝑖
,𝑐 𝑗 )

log𝑝 (𝑐 𝑗 = 𝑔′(𝑛′𝑖 )) (7)

L (𝑘)
𝑅𝑒𝑙

(𝑔′) = −∑
𝑛′
𝑖
∈N′

∑
𝑐 𝑗 𝑅𝑒𝑙

(𝑘) (𝑛′
𝑖
, 𝑐 𝑗 ) 𝑝 (𝑐 𝑗 = 𝑔′(𝑛′𝑖 )) (8)

Comparedwith Eq. (2) which considers all posts, Eq. (7) filters noises
by focusing only on the most relevant posts. Moreover, with Eq. (8),
we can directly optimize relevance even if truly relevant posts are
missing for some news. We use the pre-trained model UniLM [7]
as the backbone for 𝑔 (𝑘) , and utilize the reinforcement learning
method UMPG [32] to efficiently and effectively optimize 𝑔 (𝑘) .

Learning 𝐾 candidates for 𝑔 allows us to better handle imper-
fect relevance functions. Here, we adopt three common token-level
relevance metrics and one additional deep neural relevance model
to compute 𝑅𝑒𝑙 (𝑖) . Specifically, we instantiate 𝑅𝑒𝑙 (1) to 𝑅𝑒𝑙 (3) with
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three metrics: BLEU, ROUGE, and unigram F1 [19, 23]. To better cap-
ture the relevance in a data-driven way, we set 𝑅𝑒𝑙 (4) to a relevance
model �̂� learned based on the N-to-N mapping 𝑚. In particular,
we train the matching model fine-tuned on BERT [6]. We train a
matching model using the following contrastive learning loss [9]:

L𝐶𝐿 (�̂�) = −
∑︁

𝑚 (𝑛′
𝑖
,𝑐+)=1, 𝑚 (𝑛′

𝑖
,𝑐−)=0

𝑙𝑜𝑔
𝑒�̂� (𝑛′𝑖 ,𝑐+)

𝑒�̂� (𝑛′
𝑖
,𝑐+) + 𝑒�̂� (𝑛′

𝑖
,𝑐−)

(9)

Since 𝑅𝑒𝑙 (4) = �̂� is learned based on the N-to-N mapping 𝑚,
it may be noisier compared with 𝑅𝑒𝑙 (1) to 𝑅𝑒𝑙 (3) . However, it is
able to capture some implicit relevance, e.g., the relevance between
Taylor Swift and her nickname Blondie in the chit-chat.

Weak label derivation. Given multiple labels provided by dif-
ferent workers 𝑔 (1) ..., 𝑔 (𝐾) , we derive soft weak labels based on the
reliability of each worker. Here, soft means that each weak label
has a probability 𝑝 (𝑘) to be adopted:

𝑓 (𝑢, 𝑛+) > 𝑓 (𝑢, 𝑛−) ⇒ 𝑓 ′(𝑢, 𝑐 (𝑘)+ ) > 𝑓 ′(𝑢, 𝑐 (𝑘)− ) with 𝑝 (𝑘) (10)

∀𝑐 (𝑘)+ = 𝑔 (𝑘) (𝑛+), 𝑐 (𝑘)− = 𝑔 (𝑘) (𝑛−) (11)

𝑝 (𝑘) = ¯𝑅𝑒𝑙 (𝑛+, 𝑐 (𝑘)+ )/∑𝑘′ ¯𝑅𝑒𝑙 (𝑛+, 𝑐 (𝑘
′)

+ ), 𝑘 ∈ [1, 𝐾] (12)

where ¯𝑅𝑒𝑙 is an overall relevance model that measures the relia-
bility of each worker. We find that simply setting ¯𝑅𝑒𝑙 to �̂� works
sufficiently well empirically.

Weighted fine-tuning. Based on the soft weak labels, we can
train 𝑓 ′ with the following weighted loss function:

L𝑃𝐸𝑅 = −
∑︁

(𝑢,𝑛+,𝑛−)

∑︁
𝑘

𝑝 (𝑘) log
𝑒 𝑓

′ (𝑢,𝑔 (𝑘 ) (𝑛+))

𝑒 𝑓
′ (𝑢,𝑔 (𝑘 ) (𝑛+)) + 𝑒 𝑓 ′ (𝑢,𝑔 (𝑘 ) (𝑛−))

(13)

5 REINFORCED CHIT-CHAT GENERATION
In this section, we propose a reinforcement learning framework to
generate Personalized chit-chat for news Recommendation using
External Text corpora (PRET).

5.1 Reward Function
The reward function should evaluate both the attractiveness and
the quality of a chit-chat post. Specifically, given a user 𝑢, a news
article𝑛𝑖 , we design the reward function so that it scores a generated
chit-chat post 𝑐 from the following aspects:

R(𝑢, 𝑛𝑖 , 𝑐) = R𝑝𝑒𝑟 (𝑢, 𝑐) +𝜆𝑙R𝑙𝑖𝑘𝑒 (𝑛𝑖 , 𝑐) +𝜆𝑟R𝑟𝑒𝑙 (𝑛𝑖 , 𝑐) +𝜆𝑐𝑅𝑐ℎ𝑎𝑡 (𝑐)
(14)

Here, the first two rewards, R𝑝𝑒𝑟 and R𝑙𝑖𝑘𝑒 , measure how attractive
the chit-chat post is from personalized and non-personalized per-
spectives, respectively. The last two rewards, R𝑟𝑒𝑙 and R𝑐ℎ𝑎𝑡 , eval-
uate the quality of the generated chit-chat posts based on whether
they are relevant to the news article, and whether they fit the lan-
guage model of chit-chat.

Personalized interest reward R𝑝𝑒𝑟 . We set R𝑝𝑒𝑟 (𝑢, 𝑐) to the
score given by the personalized chit-chat ranking model 𝑓 ′ learned
in Sec. 4: R𝑝𝑒𝑟 (𝑢, 𝑐) = 𝑓 ′(𝑢, 𝑐). As shown in Fig. 2, among all posts
that are suitable for a news article, 𝑓 ′ helps select the one that best
fits the click history of 𝑢.

Non-personalized attractiveness reward 𝑅𝑙𝑖𝑘𝑒 . The attrac-
tiveness of a chit-chat post is also affected by non-personalized
factors, such as whether it is informative and humorous. This is
verified by the results of the user study in Sec. 2, which shows that
jointly considering personalized user interest and non-personalized
factors (e.g., number of votes) for a chit-chat post enables a more ac-
curate prediction about user interest. Based on this observation, we
add the “Updown” model in [9] as 𝑅𝑙𝑖𝑘𝑒 , which predicts the number
of up-votes of a Reddit post minus its number of down-votes and
shows superior performance in predicting human preference.

Relevance reward R𝑟𝑒𝑙 . To increase the probability that the
user clicks news 𝑛𝑖 , it is essential that the generated chit-chat is
related to the news article. We measure this with the relevance
model �̂� trained with a contrastive learning loss in Eq. (9).

Chit-chat reward 𝑅𝑐ℎ𝑎𝑡 . We design 𝑅𝑐ℎ𝑎𝑡 to ensure that the
generated 𝑐 fits the language model of chit-chat. To ensure that the
reward can be optimized efficiently during reinforcement learning,
we followWang et al. [32] to compute𝑅𝑐ℎ𝑎𝑡 based onwhether a gen-
erated token matches the corresponding token in a pseudo-ground-
truth chit-chat post. Here, the pseudo-ground-truth posts are gen-
erated with 𝑔 (𝑘) , 𝑘 ∈ [1, 𝐾] (Eq. (6)). For one article 𝑛𝑖 , we input 𝐾
training samples, each with a different pseudo-ground-truth post.

5.2 Personalized UniLM as Generation Policy
The goal of the policy is to generate a personalized chit-chat tai-
lored for user 𝑢 based on news 𝑛𝑖 . We adopt a Transformer-based
pre-trained language model UniLM [7] as the backbone of our
generation policy. The key question is how to inject personalized
information into a pre-trained model effectively. Although user em-
bedding 𝑣𝑢 can be obtained from a news recommendation model 𝑓 ,
directly injecting 𝑣𝑢 into the pre-trained model can be problematic,
since it usually does not align with the word embeddings [1]. For a
pre-trained model, it is important that we properly integrate 𝑣𝑢 so
that 1) it does not interfere with existing model parameters, and
at the same time 2) can be effectively leveraged to control the gen-
eration results. While there are works on integrating personalized
information into a text generation model [1, 16, 33], how to inte-
grate personalized information into pre-trained models effectively
is under-explored.

To solve this issue, we propose a personalized UniLM model
(Fig. 3). This model effectively integrates personalized information
by combining the advantages of retrieval models. The basic idea is to
first retrieve the most important tokens and sentence from the news
content based on user embedding 𝑣𝑢 and recommendation model
𝑓 . This is a much easier task compared with directly generating
personalized chit-chat, especially considering that the recommen-
dation model 𝑓 is already learned to correctly rank news. Then,
the retrieved embedding 𝑧 that aligns with word embeddings and
the corresponding sentence are injected into the generation model
to provide personalized information without interfering with the
model parameters of UniLM. The (𝑡 + 1)-th output token is sampled
from the distribution of the generation embedding 𝑜𝑡 :

𝑝gen (𝑦𝑡+1 |𝑢, 𝑛𝑖 , 𝑦≤𝑡 ) = softmax(𝑊𝑇
1 𝑜𝑡 ) (15)

where𝑊1 is the parameter to be learned. Next, we introduce in
detail how we obtain the retrieved embedding 𝑧 and the generation
embedding 𝑜𝑡 .
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Figure 3: Personalized UniLM as the policy network.

Retrieval. As shown in Fig. 3, we retrieve 𝑧 with three steps:
Step 1. UniLM as the contextualized token encoder. Given each sen-
tence 𝑆 𝑗 = [𝑤 ′

𝑗,1,𝑤
′
𝑗,2 ...,𝑤

′
𝑗, |𝑆 𝑗 |] in news 𝑛𝑖 , we compute the con-

textualized token embedding 𝑜 ′
𝑗,𝑙

for each word token𝑤 ′
𝑗,𝑙

in the
sentence by UniLM. This enables us to obtain embeddings that align
with the word embeddings in the UniLM model.
Step 2. Personalized token attention. We then compute 𝑢’s personal-
ized attention𝛾𝑙 on the tokens, and aggregate the embeddings of the
important tokens to derive a personalized sentence embedding 𝑧′

𝑗
:

𝛾𝑙 = softmax(𝑤𝑇2 [𝑣𝑢 ;𝑜 ′
𝑗,𝑙
]) (16)

𝑧′
𝑗
=
∑
𝑙 𝛾𝑙 𝑜

′
𝑗,𝑙

(17)

where 𝑣𝑢 is the representation of user 𝑢 learned in the news rec-
ommendation model 𝑓 .
Step 3. Controlled sentence retrieval. Next, we retrieve important
sentences based on personalized sentence attention. Following Lian
et al. [18], we compute a hard attention 𝛽 𝑗 ∈ {0, 1} with Gumbel-
Softmax [10], which eliminates noise and simplifies the information
we give the generator to control text generation better:

𝛽 𝑗 = Gumbel_softmax(𝑤𝑇3 [𝑣𝑢 ; 𝑧′
𝑗
]) (18)

𝑧 =
∑
𝑗 𝛽 𝑗𝑧

′
𝑗

(19)

where 𝑧 is the retrieved embedding that aligns with the word em-
beddings in UniLM. To facilitate sentence retrieval, we pre-train
the model by leveraging the recommendation model 𝑓 . Specifically,
for each sentence 𝑆 𝑗 , we estimate how much user 𝑢 likes the sen-
tence with 𝑓 (𝑢, 𝑆 𝑗 ), and treat it as a prior importance score for the
sentence. Then, we normalize the prior importance to obtain a prob-
ability distribution 𝑝𝑜 , and compare 𝑝𝑜 with the probability 𝑝𝑟 for
retrieving a sentence in personalized UniLM with KL divergence:

L𝐾𝐿 = 𝐷𝐾𝐿 (𝑝𝑟 |𝑝𝑜 ) =
∑
𝑗 𝑝𝑟 (𝑆 𝑗 ) log 𝑝𝑟 (𝑆 𝑗 )

𝑝𝑜 (𝑆 𝑗 ) (20)

𝑝𝑜 (𝑆 𝑗 ) = softmax(𝑤𝑇3 [𝑣𝑢 ; 𝑧′
𝑗
])) (21)

𝑝𝑟 (𝑆 𝑗 ) = softmax(𝑓 (𝑢, 𝑆 𝑗 )) (22)

Besides this prior importance, the posterior reward obtained after
generating the post can also be used to train the sentence retrieval
module. We adapt policy gradient with baseline.

L𝑟𝑙 = −(𝑅(𝑢, 𝑛, �̃�) − 𝑅(𝑢, 𝑛, 𝑐)) log 𝑝𝑟 (̃𝑠) (23)

where sentence �̃� ∈ 𝑆 is sampled according to 𝑝𝑟 , the baseline
sentence is 𝑠 = arg max

𝑠∈S
𝑝𝑟 (𝑠) . �̃� and 𝑐 are the posts generated with

�̃� and 𝑠 separately.
Generation. After retrieving, we input 𝑧 to UniLM, together

with the word tokens [𝑤1,𝑤2 ...,𝑤 |ℎ𝑖 |] in the news headline ℎ𝑖 ,
selected sentence [𝑤 ′

𝑗,1,𝑤
′
𝑗,2, ...,𝑤

′
𝑗, |𝑆 𝑗 |], as well as the previously

decoded tokens 𝑦1 ..., 𝑦𝑡 . The embedding of 𝑦𝑡 in the last layer of
UniLM is then considered as the generation embedding 𝑜𝑡 .

6 OPTIMIZATION
We summarize the optimization of the above modules into a two-
phase optimization schema.

Phase 1. Non-personalized chit-chat generation. We first
fine-tune UniLM using the external chat corpus. This enables us
to learn a non-personalized model that can generate relevant and
fluent chit-chat posts for a news article. Then, this model is used to
train different workers described in Sec. 4 using Eqs. (7) and (8).

Phase 2. Personalized chit-chat generation with reinforce-
ment learning. In this phase, we inject the personalized infor-
mation. First, we integrate different workers to train the model
for predicting the personalized interest reward R𝑝𝑒𝑟 using Eq. (13).
Then, we use the non-personalized chit-chat generation model as
the base model to train the personalized UniLM model with the
reinforcement learning method UMPG [32] to maximize the reward
R (Eq. (14)). We optimize the generation module following UMPG
and optimize the retrieve module using Eqs. (20) and (23). We use
UMPG here because it can be integrated seamlessly with pre-trained
language models, and largely increase the training efficiency.

7 EXPERIMENT
In this section, we first conduct experiments to evaluate the perfor-
mance of the proposed model estimating the users’ personalized
interest in a chit-chat post. Then we compare our proposed PRET
with other chit-chat generation methods.

7.1 Datasets
We use two datasets in the experiments.MIND is a large dataset
for news recommendation, and it contains the impression logs of
the users. Each impression includes a user 𝑢, a set of news 𝑛, and
the associated labels representing if the news is clicked by the user.
Reddit is a large social platform which has been widely used as a
natural data corpus for open-domain conversation. For each news,
it is associated with a set of user-generated chit-chat posts. Please
see more details to construct this dataset in Appendix A.2.

The statistical results of the two datasets are detailed in Table 7.

7.2 Evaluation Metrics
To evaluate the personalized chit-chat ranking model, we follow
the assumption in Eqs. (3) and (4) to construct the chit-chat posts to
rank, and use three commonly-used ranking metrics AUC,MRR,
and NDCG@5 [11, 30]. We also use AUC as the metric to test
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the performance of our proposed personalized interest model with
several chit-chat scoring models and study the factors that affect
user interest in our proposed user study dataset.

To evaluate the performance of the generation models, we first
evaluate the degree of personalization. For each news, we generate
the chit-chat posts for 5 users and compute the score of the gener-
ated posts by the personalized interest model Per. We also compute
the token-level Distinct score as another personalization metric,
i.e., evaluating if the model can generate diverse posts for different
users or only learn knowledge of popularity to generate the same
post for different users. Then we evaluate the generation quality. As
there is no ground-truth chit-chat post provided in MIND, we adopt
model-based evaluation trained on a large chit-chat corpus [9], in-
cluding Updown, Depth, and Width, which has a higher human
preference correlation than ppl. and BoW baseline.

To evaluate the relevance, we use the Relevance score predicted
by (Eq. 9). As we directly optimize the user interest score in this
framework, we also conduct a user study to validate the usefulness
of user interest from four aspects.

7.3 Compared Methods
7.3.1 Methods for Quantifying User Interest.

We evaluate the ability to quantify the user interest for both
non-personalized and personalized interest models.

Non-personalized interest model. We adopt two models Up-
down and Width proposed by [9] as the non-personalized base-
lines. The two models are chit-chat ranking models trained on
Reddit using the human-feedback information as the labels.

Personalized interest model. We evaluate our proposed three
training strategies of personalized interest model on different back-
bone models.

First, we recall the training strategies we use. Rec is using the
MIND dataset to train the recommendation models, which is an
unsupervised method for chit-chat ranking. Single Worker is the
weakly supervised method with only one worker and it is named
Single Worker. Crowd-Sourcing is the weakly supervised method
with the ensemble mechanism to use the labels provided by multi
workers and it is named as Crowd-Sourcing.

Then, for the backbone models, We choose NAML and NRMS [34,
35], which are two methods commonly used in news recommenda-
tion tasks. To enhance the language understanding, we also use a
pre-trained language model as the news encoder. We combine the
two models with the three training methods, respectively.

7.3.2 Methods for Personalized Chit-chat Generation. To compare
the generation ability, we also compare our proposed model with
non-personalized and personalized baselines.

Non-personalized baselines: For non-personalized baselines,
we adopt two common transformer-based generationmodels.Trans-
former is a widely-used baseline for seq2seq generation task [29].
UniLM is a pre-trained generation model fine-tuned on our Reddit
corpus [7].

Personalized baselines: We compare our proposed personal-
ized model with two baselines of different methods to inject the
personalized information. PENS-UniLM is using PENS to gener-
ate a personalized news headline [1] as the personal information
and then feeding it into UNILM. RL-Vec is directly adding a user

Models chit-chat MIND

AUC MRR NDCG@5 AUC MRR NDCG@5

NAML-Rec 61.71 29.24 32.06 69.32 34.32 37.86
NAML-Single Worker 64.64 31.05 34.03 69.27 34.19 37.88
NAML-Crowd-Sourcing 66.29 31.87 34.73 69.16 34.19 37.76
NRMS-Rec 63.34 29.62 32.28 67.88 32.98 36.41
NRMS-Single Worker 65.15 31.08 33.96 68.29 33.32 36.98
NRMS-Crowd-Sourcing 65.44 31.08 33.80 68.39 33.43 37.04

Table 2: The evaluation results of personalized user interest
on MIND.

Ensemble AUC
Updown Width Rec Per Clicked Unclicked
✓ - - - 0.568 0.550
- ✓ - - 0.558 0.549
- - ✓ - 0.534 0.544
- - - ✓ 0.547 0.558
✓ ✓ - - 0.571 0.566
✓ ✓ - ✓ 0.570 0.577

Table 3: The evaluation results of personalized user interest
on the user study dataset.

vector learned from a news recommendation model to the input of
UniLM instead of using our proposed content retrieve methods. It
is optimized using the reinforcement learning method UMPG to
maximize the reward R (Eq. (14)). PRET is our proposed frame-
work. It consists of retrieval and generation modules to generate
chit-chat posts.

7.4 Evaluation Results
7.4.1 Quantifying User Interest.

In Table 2, we compare our proposed methods with the unsuper-
vised baseline. The column of “chit-chat” lists the results of chit-chat
post ranking. The unsupervised model is not able to distinguish
the user interest in the chit-chat post thoroughly, as it lacks the
knowledge of the mapping of news and chit-chat posts, while the
weakly supervised methods Single Worker and Crowd-Sourcing
can alleviate this issue and give rise to the AUC score on NAML and
NRMS. The Crowding-Sourcing method brings the gain of 5.26 and
2.1 of AUC on NAML and NRMS, respectively. Comparing Single
Worker and Crowd-Sourcing, we can see that the Crowd-Sourcing
methods can effectively reduce the noise and perform better. In the
following section, we use Per to denote NAML-Crowd-Sourcing.
In the column of “MIND”, we report the evaluating results of the
original news recommendation task on MIND.

We further test the model on our proposed user study dataset. It
is a harder ranking task as the candidates are related to the same
news and the user interest contains multi-aspects, e.g., the chatting
style and the personalized news interest. The results in Table 3 show
that the non-personalized interest model and personalized interest
model have comparable performances. The engagement of chit-chat
is related to both non-personalized factors that could be quantified
with the count of likes and replies, as well as personalized factors
that vary for different users. The ensemble results bring more gain,
which demonstrates the importance of considering multiple factors.
We also report the results for clicked news and unclicked news.
We can see the non-personalized interest is more important to the
news the user likes and the personalized interest is more important
for the news that the user does not like originally.



KDD ’22, August 14–18, 2022, Washington, DC, USA. Changyu, et al.

Models Personalized interest Non-personalized interest RelevancePer Distinct Updown Depth Width

Transformer 0.686 0.2 0.290 0.367 0.417 0.746
UniLM 0.719 0.20 0.381 0.394 0.419 0.869
PENS-UniLM 0.725 0.33 0.369 0.414 0.442 0.812
RL-Vec 0.740 0.23 0.392 0.492 0.530 0.890
PRET 0.769 0.42 0.512 0.520 0.593 0.913

Table 4: The evaluation results of personalized chit-chat gen-
eration on MIND.

Metrics PRET vs. UniLM PRET vs. Transformer
Win Tie Loss Win Tie Loss

Click 31.1% 41.6% 27.2% 43.9% 45.8% 10.2%
Relevance 34.9% 28.2% 26.7% 46.3% 43.6% 9.94%
Fluency 35.7% 32.6% 31.5% 54.2% 36.4% 9.35%
Informative 31.1% 45.0% 23.8% 39.8% 51.3% 8.78%

Table 5: Pair-wise human judgment.

7.4.2 Personalized Chit-chat Generation.
From the results of Table 4, the Transformer and UniLM get 0.2

for the Distinct score, which is the lower bound of this metric as
we distribute 5 users for each news. The results of Transformer and
UniLM indicate that without pre-trained knowledge or other effec-
tive training methods, the Transformer tends to generate generic
and dull chit-chat. For the results of the personalized model, the
RL-Vec model can get a higher personalized score than UniLM and
Transformer. But the diversity score is still low, which means it
mainly learns the popularity part of the recommendation model
but ignores the information of the user vector. The PENS-UniLM
achieves a better diversity and personalized score than the unsu-
pervised baseline. It shows the generated headlines can benefit per-
sonalization. But the personalized score is lower than RL-Vec and
PRET. They are two possible reasons. First, the two-stage method
loses the user information as UniLM does not see the user infor-
mation directly. Second, the generated headline tends to cover the
content of the whole body, which limits the diversity. Our proposed
PRET outperforms the baselines from personalized interest and
non-personalized interest. From the result of Table 5, PRET not
only increases the click rate but also appeals to the user from the
dimension of relevance, fluency, and informative score.

The analysis of the pros and cons of PERT through a case study
is available in Appendix C.2 and we conduct an ablation study on
the retrieve module and user interest estimation in Appendix B.

8 RELATEDWORK
8.1 Personalized Text Generation for

Recommendation
Many methods have been proposed to generate personalized text to
facilitate recommendation, such as textual explanation generation
for recommendation [3, 4, 16, 39], E-commerce review summariza-
tion [36], product description generation [33], and news headline
generation [1]. Pioneering works in this line often output text by
filling predefined templates [8, 14, 40] or retrieving from the exist-
ing text (e.g., user reviews) [31]. Recently, researchers have focused
more on generating personalized text word by word using deep-
learning-based methods, in order to avoid rigid templates, better fit
users’ personalized interests, and eliminate copyright issues [4].

A key question in personalized text generation is how to inte-
grate the personalized information into a natural language genera-
tion model. A popular way is to use a multi-task framework that
generates personalized text and makes recommendation simulta-
neously [4, 16]. Chen et al. [3] further improve this framework to
generate explainable responses and recommend items in an inter-
active manner. Li et al. [15], Xu et al. [36] adjust the Transformer
structure. Wang et al. [33] adopt a reinforcement learning method
to generate personalized product descriptions. Ao et al. [1] incor-
porate a user vector to generate headlines. While existing methods
achieve certain success, they typically assume that the type of text
to be generated (e.g., reviews or headlines) can be found in the
recommendation dataset. This prevents them from being applied
in scenarios where a desirable textual corpus does not exist in the
recommender system. We bridge the research gap by showing how
external textual corpora could be leveraged for generating person-
alized text with a weakly supervised paradigm. Moreover, how we
can integrate personalized text into a pre-trained language model
is under-explored. To solve this issue, we design a reinforcement
learning framework for generating personalized chit-chat based on
the pre-trained language model UniLM.

8.2 Conversational Recommendation
Conversational recommendation aims to obtain the preference of
users during conversation and/or make persuasive recommenda-
tion. Some works model the dialog strategy of which attribute to
ask and what item to recommendation [5, 27]. They usually simu-
late the conversation and adopt templates for creating responses.
In order to generate more context-relevant responses, some works
train a response generator based on the crowd-sourced conversa-
tional recommendation data [17]. In order to generate more proper
responses, Chen et al. [2], Zhou et al. [42] leverage knowledge
graphs or reviews as external knowledge. Our method also deals
with the response generation task, but we generate a response to
arouse users’ interest so that they will have a more engaging news
discussion and news reading experience rather than explicitly per-
suading the user to click or buy the item. Note that our method can
benefit the attractiveness of generated responses for conversational
recommendation systems.

8.3 Personalized Dialog Generation
Methods of personalized dialog generation can be divided into two
categories based on whether they enable personalization for the
chatbot or the end-users. The first category makes the chatbot more
human-like by assigning them a consistent personality of different
forms, such as key-value attributes [22], detailed description sen-
tences [38] and chatting habits [21, 25]. The second category focuses
on modeling the preference of users [12, 24, 37], i.e., generating var-
ious responses that are tailored to the profile of the end-users [12].
Based on the dataset, some methods have been proposed, and most
of them adopt different variants of Memory Network [24, 37] for
modeling user preference. Our task falls into the second category.
While existing methods rely on explicit user attributes, e.g., age
and gender, our method can additionally leverage the implicit user
preference learned from the user-item interactions. This allows our
method to generate conversations that are better tailored to user
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tastes and utilize advanced recommendation models for improving
user engagement.

9 CONCLUSION
In this paper, we conduct a user study and collect a dataset to verify
the effectiveness of chit-chat in increasing the probability that a
user reads a recommended news article. We also propose PRET
to generate personalized chit-chat for news recommendation and
design a weakly supervised method for estimating users’ personal-
ized interest in a chit-chat post. Extensive experiments show our
approach can generate personalized chit-chat posts and attract the
user to click the news.
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SUPPLEMENTARY MATERIAL
A DATASET COLLECTION
A.1 User Study Details
We collect 920 news articles published in Dec. 2019, and their cor-
responding 13,915 chit-chat posts in the subreddit “news” of the
social platform Reddit. The statistical results is listed in Table 8.

We pre-process around 10,000 pairs of chit-chat posts and ask 50
annotators to label the chit-chat posts. These annotators are hired
via a data labeling company. All of them are English native speakers
and have experience in using at least one news reading platform. In
the first stage, the annotators are asked to choose at least 50 news
headlines from 1,000 given headlines. The 1,000 headlines are sam-
pled from the news from Sept. 2019 to Nov. 2019 on Reddit. In the
second stage, for each participant, we randomly sample 200 or more
pairs of chit-chat posts from the 13,915 posts, and provide them
with both the chit-chat posts as well as the corresponding news
headlines. The participants are required to answer the following
three questions:
• Q1: Will you click the news after seeing the headline?
• Q2: Will you click the news after seeing the chit-chat post?
• Q3: Given the pair of chit-chat posts, Which one can better attract

you to click the news?
We give an example of the page we are using for the user study

in Fig. 4, where each annotator is presented with news headlines,
chit-chat posts and several questions.

A.2 Reddit Dataset
We collect the headline and posts From Jan. 2018 to Dec. 2019
from the directories “comments” and “submissions” in https://files.
pushshift.io/reddit/. We keep the posts in the subreddit of “news”
and “worldnews” and filter posts with dirty words or posts written
by bots using the code provided by https://github.com/nouhadziri/
THRED. There are key-value data to describe the attributes of each
post, e.g., “body”, “author”, “score”, and “parent_id”. The “parent_id”
provides the replying relations in headline-post pairs and post-
post pairs. Thus it can expand to a tree structure according to the
replying relations with the headline as the root. Each path from
the root to one node can form the dialogue history. The children
of each node can be regarded as multiple references for predicting
response given the dialogue history. The non-personalized chit-chat
generationmodel is trained on the dialogue history and response. To
collect the personalized reply behaviour of users, we take advantage
of the field of “author” of each post, i.e., collect the posts of the
same “author” and extract the corresponding news to represent
his personalized interest. At last, to collect the news body, as the
key-value data only provides the headline and its URL, we use a
crawler3 to get the news content through the URL of the headline.

B ABLATION
B.1 Ablation Study on Retrieve Module
To study how the sentence retrieved can impact the performance,
we conduct ablation on the module of Controlled Sentence Retrieval.
The results from Table 6 show the effectiveness of the sentence

3https://pypi.org/project/newspaper3k/

Figure 4: An example of the user study.

Models Personalized interest Non-personalized interest RelevancePer Distinct Updown Depth Width

𝑃𝑅𝐸𝑇 0.769 0.42 0.512 0.520 0.593 0.913
PRET(𝑐𝑜𝑛𝑡𝑒𝑛𝑡𝑝𝑟𝑖𝑜𝑟 ) 0.765 0.48 0.505 0.518 0.588 0.907
PRET(𝑐𝑜𝑛𝑡𝑒𝑛𝑡𝑚𝑖𝑛) 0.710 0.40 0.491 0.488 0.568 0.910
PRET(𝑐𝑜𝑛𝑡𝑒𝑛𝑡𝑟𝑎𝑛𝑑𝑜𝑚) 0.731 0.60 0.482 0.497 0.562 0.906
PRET(−𝑃𝑟𝑖𝑜𝑟 𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒) 0.758 0.23 0.444 0.429 0.476 0.896

Table 6: The ablation study of PRET on MIND dataset.

#news #post #impression #user Avg. body len. Avg. title len.

MIND 161,013 - 15,777,377 1,000,000 585.05 11.52
Reddit 65,399 665,298 - - 715.09 13.33

Table 7: The statistical results of MIND and Reddit.

#news #post #user Avg. post len. Avg. title len.

920 13,915 50 16.6 14.23
Table 8: The statistical results of the user study dataset.

retrieval method. After selecting randomly or selecting the least
preferred content, the score of the personalized interest decrease.
After removing the supervision of the prior importance, the diver-
sity decreases. This phenomenon indicates the agent chooses to
exploit the popular content rather than explore the personalized
part. This may suffer from the personalized preference sparsity, i.e.,
the sampled user might not have a preference for the news content.
The agent can only remember the choice of popular content. As
the model benefits from the prior importance score, we also set
the experiment to directly feed the sentence with the maximum
prior importance into the generation part. We can see PRET still
outperforms this strong variant. It demonstrates the RL framework
can learn more knowledge beyond the prior.

B.2 Ablation Study on User Study Dataset
We do another ablation study to see how the weak labels of reply
behavior of the Reddit dataset affect the performance of estimating
user interest. The result is shown in Table 11. Per(𝑟𝑎𝑛𝑑) means the
negative sample is sampled randomly from other news on Reddit.
Per(𝑠𝑎𝑚𝑒) means the negative sample is sampled randomly from
the same news on Reddit. We can see that Per(𝑠𝑎𝑚𝑒) outperforms
Per(𝑟𝑎𝑛𝑑) when evaluated individually. But after ensembled with
Updown and Width, Per(𝑠𝑎𝑚𝑒) doesn’t bring more gain to the over-
all performance. One possible reason is that Per(𝑠𝑎𝑚𝑒) learns more
about non-personalized interests than Per(𝑟𝑎𝑛𝑑). As the candidates
are from the same news, the model needs to rank the candidates
by non-personalized interests for the optimization. As a result, the

https://files.pushshift.io/reddit/
https://files.pushshift.io/reddit/
https://github.com/nouhadziri/THRED
https://github.com/nouhadziri/THRED
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Clicked news Southwest pilots sue Boeing for $100 million over lost wages from 737𝑀𝐴𝑋
Headline Boeing CEO Dennis Muilenburg to step down immediately
Post1 i ’ll still never fly on a 737𝑚𝑎𝑥 2�
Post2 weird how a ceo always “steps down” and is never “fired” 2

Clicked news Why Giving Up Meat Won’t Have Much of an Effect on 𝐶𝑙𝑖𝑚𝑎𝑡𝑒 Change
Gore kicking off 24 hours of climate talks around the world

Headline Soccer Legend Megan Rapinoe Named Sports Illustrated’s Sportsperson Of The Year
Post1 and “𝑐𝑙𝑖𝑚𝑎𝑡𝑒𝑠𝑡𝑟𝑖𝑘𝑒” was named word of the year. i’m sensing a trend here... 2�
Post2 how is she a legend? maybe she should stick to soccer and keep politics out of it 2

Table 9: Cases of the user study dataset.

Headline NBA Finals 2022 – Complete News, Schedules, Stats for Golden State Warriors vs. Boston Celtics
Selected sentence the warriors, led by western conference finals mvp stephen curry, are in the finals for the sixth time
Generation so what about the warriors? i mean, it’ s nice to see them win.
Selected sentence boston hasn’ t won the title since 2008, and no one on the celtics roster has ever played
Generation til that boston has never won a championship. source: am celtics fan.

Table 10: Cases of generated posts.

Ensemble AUC
Updown Width Per(𝑟𝑎𝑛𝑑) Per(𝑠𝑎𝑚𝑒) Clicked Unclicked

- - ✓ - 0.547 0.558
- - - ✓ 0.556 0.559
✓ ✓ - - 0.571 0.566
✓ ✓ ✓ - 0.570 0.577
✓ ✓ - ✓ 0.568 0.567

Table 11: The ablation study of estimating user interest on
the user study dataset.

model learn similar knowledge with Updown and Width and can
not bring gain through ensembling.

C CASE STUDY
C.1 User Study Dataset
We give cases of the results of the annotation in Table 9. The check-
box shows the choices of the annotators of Q3 in Appendix A.1,
where the checked box represents the post the annotator prefers.
The two annotators may be interested in the topics of ‘737 MAX”
and ’Climate’ separately and choose the corresponding chit-chat
post.

C.2 Case Study of Generation Results
In Table 10, we give examples of the retrieved sentences and the
generation results based on the sentences. The example shows a
typical application of the sentence retrieval module in the field of
competitive sports news. As different users support different teams,
the model can select the sentences related to the team the user like
in the news to generate personalized chit-chat posts. As we inject an
external user vector for the sentence selection, the personalization
of the model mainly relies on the sentence retrieval module and
some semantics of the user vector cannot be fully utilized, such as
mentioning the news that the user has seen.

For the generation module, we can find from the case that the
model mainly has two generation modes. One is to summarize the
sentence, while another is to generate comments that look like

personal views. For the first mode, the summarization is closer to
the selected sentences, in line with the facts and prevents generat-
ing nonsense posts. For the second mode, from the given cases in
Table 9, we can know providing personal views may bring more
interest. But the generation module is hard to generate a post as
interesting as the human-generated post. On the one hand, the
model may generate counterfactual sentences. On the other hand,
since generating personal opinions may require the support of
other external knowledge other than news content, the novelty of
the generated personal view is also lower than that shown in the
user study. There can be a compromise between the two modes
and more external knowledge may be taken into account for the
generation of the post.
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