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Presenter
Presentation Notes
Bing relies on NLP models to understand user intent and semantics – machine reading comprehension, Q&A, ranking
Language models hosted in Bing were all mostly based on RNN + LSTM (stepwise function through the graph)
Latest breakthrough in NLP focus on large pre-trained models 
Processes each word using a mechanism called attention – maintains semantics and context even in long sentences
These type of models have significantly higher parameter size and computation requirements
One benefit - computation can be parallelized instead of serial with RNNs
We actually shipped one of the largest search quality improvements ever in Bing using these models





Challenges

Performance
Large models with 100s of millions 
parameters need to run in single digit 
milliseconds

Scalability
Millions of inferences per second over 
hundreds of billions documents 
worldwide

Agility
Experiment and provision different 
hardware SKU at production scale within 
an hour

Presenter
Presentation Notes
Integrating these latest NLP models at web search-scale product has many challenges
Performance – Every millisecond matters in web search – large pre-trained models are increasingly complex
Scalable – Bing is a global product with users all over the world.  Need to scale to millions of inferences over hundreds of billions of docs worldwide with regional affinity
Agility – we need to be able to experiment + provision different hardware SKU as fast as possible
Azure HPC was critical in addressing these challenges at web search scale 
RankBERT shipment statement - 
Mingqin will walkthrough through the optimization journey with one of the models we shipped this past year using Azure GPU VMs




Original Model:
3–layer BERT on CPU:

77ms

Case Study: BERT Model Optimization

Presenter
Presentation Notes
We got the Bert model from data scientist with big search quality improvement. We did Initial benchmark of a 3-layer BERT model on CPU. The latency was 77ms.
The latency itself is too long for search backend. Even if we can ignore the latency, it would still be cost prohibitive to ship on top of CPU, (requiring tens of thousands of servers for just this case)




Original Model:
3–layer BERT on CPU:

Hardware Acceleration
Model on M60 GPU VM:

20ms

77ms

Case Study: BERT Model Optimization

Presenter
Presentation Notes
Since the bert model computation can be parallelized, GPU seems a natural fit. We explored GPU for acceleration. The latency reduced to 20ms. It can be acceptable for search backend latency. However, to serve this model, it still require tens of thousands of GPU, which would make the cost too expensive for Bing. Then we go to see how to make this serving more efficient.



Presenter
Presentation Notes
We partnered with Nvidia to explore how to fully utilize the GPU. We place embedding, transformer, and output layer on GPU, and reimplement them by using TensorRT and CUDA/CUBLAS libraries. We then applied operator fusion and parallel execution techniques to further reduce model latency and improve throughput. For example, on M60, we can get 10X throughput improvement as compared to the original benchmark on GPU. More, on V100, we further accelerate the model’s throughput by leveraging Tensor Core with mixed precision. 
After we completed GPU optimization, we found the CPU tokenization become bottleneck. We also applied parallel execution technique to make the multiple batch tokenization parallel.



Hardware Acceleration
+ System Optimization
Model on V100 GPU NCSv3 VM:

Original Model:
3–layer BERT on CPU:

Hardware Acceleration
Model on M60 GPU NV6 VM:

20ms

System Optimization
Model on M60 GPU NV6 VM:

Operator fusion and parallel execution 
Same accuracy

Tensor Core with mixed precision 
Same accuracy

77ms

Case Study: BERT Model Optimization

Batch Size 64

6ms

…

Batch Size 4

9ms

…
…
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Presentation Notes
Here is the benchmark on M60 and V100. We found the sweet spot on latency and throughput for our scenario.



Inferences per second worldwide 1M
# of Azure N-series GPU VMs 2000+
Flops per inference 6.4 Gflops

North America Europe Asia …

Presenter
Presentation Notes
After we finished optimizing the model, we need to scale out it for Bing. As we mentioned previously, Bing serves traffic worldwide. We need to co-locate the GPU with our backend service to minimize latency. The easiest way for us to achieve that is to use Azure GPU VM. 
Using Azure’s global scale and availability, we were able to achieve 1M inferences per second worldwide using over 2000 Azure N-series GPU VMs 




Blog: https://azure.microsoft.com/en-us/blog/bing-delivers-its-largest-
improvement-in-search-experience-using-azure-gpus/

Presenter
Presentation Notes
This journey was documented in our blog post, please check it out 




https://azure.microsoft.com/en-us/blog/bing-delivers-its-largest-improvement-in-search-experience-using-azure-gpus/


Thank you for taking the time to attend our session today
We would love to hear from you! Please take a short, anonymous survey, and you will 
receive a gift from us. Use your phone to scan the QR code, or go to:

Once complete, visit the reception counter, show that you 
have finished the survey, and claim your gift.                     aka.ms/SC19survey

Don’t forget to come back to see if 
you will win the Surface Go                   

Drawings for the Surface Go devices will be held at the 
Microsoft booth (#633) on Tuesday (11/19) at 5:45 PM, 
Wednesday (11/20) at 5:45 PM, and Thursday (11/21) at 1:45 
PM. Must be present to win.



© 2019 Microsoft Corporation. All rights reserved. 



Q&A 

• Are these optimizations available anywhere?
• Available ONNX in today but announcement coming shortly

• Azure ML
• Not using AML at this point 



Original Model:
3–layer BERT on CPU:

77ms

Case Study: BERT Model Optimization



Original Model:
3–layer BERT on CPU:

Hardware Acceleration
Model on M60 GPU VM: 20ms

77ms

Case Study: BERT Model Optimization
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