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ABSTRACT
Multimodal interaction offers many potential benefits for data visu-
alization. It can help people stay in the flow of their visual analysis
and presentation, with the strengths of one interaction modality
offsetting the weaknesses of others. Furthermore, multimodal in-
teraction offers strong promise for leveraging data visualization
on diverse display hardware including mobile, AR/VR, and large
displays. However, prior research on visualization and interaction
techniques has mostly explored a single input modality such as
mouse, touch, pen, or more recently, natural language. The unique
challenges and opportunities of synergistic multimodal interaction
for data visualization have yet to be investigated. This workshop
will bring together researchers with expertise in visualization, in-
teraction design, and natural user interfaces. We aim to build a
community of researchers focusing on multimodal interaction for
data visualization, explore opportunities and challenges in our re-
search, and establish an agenda for multimodal interaction research
specifically for data visualization.

CCS CONCEPTS
• Human-centered computing → Visualization; Interaction
paradigms;

KEYWORDS
Data Visuallization, Multimodal Interaction, Interaction Design
ACM Reference Format:
Bongshin Lee, Arjun Srinivasan, John Stasko, and Melanie Tory, Vidya
Setlur. 2018. Multimodal Interaction for Data Visualization. In AVI ’18: 2018
International Conference on Advanced Visual Interfaces, AVI ’18, May 29-June
1, 2018, Castiglione della Pescaia, Italy. ACM, New York, NY, USA, Article 4,
3 pages. https://doi.org/10.1145/3206505.3206602

1 INTRODUCTION
Data visualization systems have predominantly been developed
for windows, icons, menus, pointer (WIMP) based interfaces. More
recently, there has been increased interest within the visualiza-
tion community to explore visualizations on devices and settings
where conventional input modalities such as keyboard and mouse
are not available [12]. Such interfaces, commonly referred to as
post-WIMP interfaces, have explored a variety of input modali-
ties including touch [15, 19], mid-air gestures [1, 9], and natural
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language [4, 16, 17], among others. Multimodal interaction offers
many potential benefits for data visualization to help people stay
in the flow of their visual analysis and presentation [6, 18]. Often,
the strengths of one interaction modality can offset weaknesses
of another. However, existing visualization tools and interaction
techniques have mostly explored the aforementioned forms of input
as a single input modality. Recent interest in deploying data visual-
izations on diverse display hardware including mobile, AR/VR, and
large displays create an urgent need to develop natural and fluid
interaction techniques that can work in these contexts. Multimodal
interaction offers strong promise for such situations, but its unique
challenges for data visualization have yet to be deeply investigated.

The goal of this workshop is to bring together researchers with
expertise in visualization, interaction design, and natural user in-
terfaces. We aim to build a community of multimodal visualization
researchers, explore synergies and challenges in our research, and
establish an agenda for research on multimodal interactions for
visualization.

2 WORKSHOP INFORMATION
2.1 Previous Related Workshops
Recognizing the advancement of interaction technologies and the
potential benefits they bring to data visualization, research commu-
nities have started to pay increasing attention to leveraging them
for data visualization. Two DEXIS (Visual Data Exploration on In-
teractive Surfaces) workshops – DEXIS 2011 and 2015, explored
the research space on how to leverage interactive tabletops and
surfaces for data visualization. Two immersive analytics workshops
held at ISS 2016 and VIS 2017 called for exploration on the applica-
bility and development of emerging user-interface technologies for
creating more engaging experiences for data analysis and presenta-
tion. In addition, the CHI 2018 Workshop on Data Visualization on
Mobile Devices specifically focuses on how to leverage ubiquitous
mobile devices as data visualization platforms. However, all the
prior workshops focused mainly on touch and gestures. The preva-
lence of natural language being a promising medium for people
to intuitively converse with their data, provides interesting and
exciting opportunities for future research. Our workshop focuses
on natural language interaction as a core topic, with the potential
synergy that would come from effectively combining multiple in-
teraction modalities. Thus, it will complement the previous and
ongoing workshops held to develop new research directions that
advance data visualization and interaction.

2.2 Workshop Activities
The full-day workshop was structured to provide maximum time
for group discussion and brainstorming. The schedule of events is
as follows:
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9:00 - 9:15 Opening & introduction
9:15 - 9:45 Organizers’ presentations
9:45 - 10:30 Participants’ presentations (3-5 minutes lightning

talks; participants introduce themselves and share
their current or past work related to multimodal
interaction.)

10:30 - 11:00 Coffee break
11:00 - 11:30 Participants’ presentations (Cont’d)
11:30 - 12:30 Group brainstorming activity on research chal-

lenges and opportunities, initially seeded by spe-
cific interaction techniques, display formats, and
their combination.

12:30 - 14:00 Lunch
14:00 - 14:30 Report back from the group brainstorming
14:30 - 15:30 Generative low fidelity prototyping activity. Par-

ticipants will mock up multimodal interactions for
various situations, visualization types, and usage
contexts.

15:30 - 16:00 Coffee break
16:00 - 16:30 Report back from the prototyping activity
16:30 - 17:20 Discussion
17:20 - 17:30 Wrap-up & closing

3 SUBMISSION ABSTRACTS
A total of nine submissions were accepted as part of the workshop
proceedings. The submissions spanned a variety of topics discussing
a range of input modalities including speech, touch, gestures, and
even smell. The accepted submissions along with the respective
authors and abstracts are provided below.

Combining Interactive Large Displays and Smartphones to
Enable Data Analysis from Varying Distances [11]
Ricardo Langner, Ulrike Kister,Marc Satkowski and RaimundDachselt.
Interactive Media Lab, Technische Universität Dresden.

Large high-resolution displays (LHRD) can benefit information
visualization due to their size and resolution. As users often move
back and forth in front of the display, we need to investigate what
tasks should be supported from varying distances. In this work,
we combine touch interaction on a LHRD with casual, ‘eyes-free’
device interaction using smartphones from a distance. We describe
early insights and discuss important questions based on experiences
with our prototype implementation.

ANovel InteractionParadigmForExploring Spatio-Temporal
Data [2]
Sabine Cassat, Marcos Serrano, Emmanuel Dubois and Pourang
Irani
University of Toulouse, IRIT and University of Manitoba

Complex spatio-temporal data is difficult to visualize and even fur-
ther to interact with, especially by several users at the same time.
However, visualization and exploration of such data are essential
for experts to understand complex data environments, such as for
mitigating the adverse effects of disease spread. This paper presents
an alternative approach to that of current spatiotemporal data vi-
sualizations to access, interpret, and manipulate spatio-temporal
datasets as a single user or as a team. Our approach uses tangible and

visual tools such as mini-robots, tabletop displays and augmented
reality tools, to facilitate the data exploration and interpretation.
We also introduce a simple use case that illustrates one of the possi-
ble utilization of the system. While tangibles have been introduced
to represent information, we are investigating manners in which
we can depict even more complex datasets. Our system will provide
a novel approach to manipulate 3D and 4D datasets that classic
tools such as a 2D mouse or a tactile screen would not allow.

Gaze-EnabledDataRecommendations InVisualization: First
Considerations [8]
Radu Jianu
City, University of London

Cheaper and better eye-trackers now make it possible to use this
technology to determine users’ data interests in real-time, as they
visually explore large and heterogeneous data spaces. Data visual-
izations could use such knowledge to continuously adapt and show
data that is well aligned with users’ interests and goals. Recommen-
dation systems based on logging and interpreting manual interac-
tions have been studied already. However, integrating eye-tracking
into the recommendation process is important in the visualization
domain given the medium’s inherently visual nature and it poses
unique challenges and questions. We introduce and discuss these
aspects as they arose from an informal, exploratory investigation.

OlfactoryAnalytics: Exploring theDesign Space of Smell for
Data Visualization [13]
Biswaksen Patnaik, Andrea Batch and Niklas Elmqvist
University of Maryland

The use of olfactory feedback for analytical tasks is a virtually un-
explored area in spite of the advantages it offers for information
recall, feature identification, and location detection. In this paper,
we introduce the concept of information olfactation as the fragrant
sibling of information visualization, and propose some olfactory
channels for analysis. To exemplify this idea, we present our proto-
type system combining smell with information visualization, with
use cases in 2D graph visualization as well as in virtual reality.

Toward Multimodal Interaction of Scatterplot Spaces Explo-
ration [3]
Mohammad Chegini, Lin Shao, Keith Andrews and Tobias Schreck
Graz University of Technology

The latest generation of large vertically-mounted multitouch dis-
plays bring new opportunities for solving visual analytics tasks. Due
to their size, it is possible to visualise and collaboratively interact
with high-dimensional datasets and multiple views (e.g., scatter-
plots, scatterplot matrices and parallel coordinates). However, using
only multi-touch for input can be overly restrictive. Other modali-
ties need to be considered to utilise the power of these screens fully.
By adding natural language interaction, the user can directly inter-
act with the visual analytics application from a distance. Incorpo-
rating eye-tracking can help narrow down what the user is looking
at or is interested in. In this paper, some of the challenges of using
multi-touch as input for the analysis of scatterplot spaces on large
vertically-mountedmultitouch displays are discussed and addressed
by proposing the incorporation of other interaction modalities.



Multimodal Interaction for Data Visualization AVI ’18, May 29-June 1, 2018, Castiglione della Pescaia, Italy

EmployingTangibleVisualisations inAugmentedRealitywith
Mobile Devices [7]
Sebastian Hubenschmid, Simon Butscher, Johannes Zagermann and
Harald Reiterer
HCI Group, University of Konstanz

Recent research has demonstrated the benefits of mixed realities for
information visualisation. Often the focus lies on the visualisation
itself, leaving interaction opportunities through different modalities
largely unexplored. Yet, mixed reality in particular can benefit
from a combination of different modalities. This work examines an
existing mixed reality visualisation which is combined with a large
tabletop for touch interaction. Although this allows for familiar
operation, the approach comes with some limitations which we
address by employing mobile devices, thus adding tangibility and
proxemics as input modalities.

TowardsMultimodalDataAnalytics: IntegratingNatural Lan-
guage into Visual Analytics [5]
Rafael Henkin and Cagatay Turkay
giCentre, City, University of London

The continuous interaction between users and the system in vi-
sual analytics can be considered a dialogue. We propose the use of
multiple two-way channels facilitated by a multimodal interface
as a central aspect of interactive visualization design, in particu-
lar, the use of natural language with interactive visualization. We
discuss key related concepts, potential benefits, challenges and op-
portunities that emerge as a research agenda for multimodal data
analysis.

Bridging theGapBetween Sonification andVisualization [14]
Alexander Rind, Michael Iber and Wolfgang Aigner
St. Pölten University of Applied Sciences, Austria

Extensive research has been carried out both on auditory and vi-
sual representation of data. Still, there is huge potential for comple-
mentary audio-visual analytics environments. This position paper
works towards a research agenda for interdisciplinary work.

PersonalData Explorationwith Speech onMobileDevices [10]
Eun Kyoung Choe, Bongshin Lee and Seung-Won Hwang
University of Maryland, Microsoft Research, and Yonsei University

In this article, we envision a novel way to help people explore their
personal data on mobile devices by leveraging speech interaction.
Supporting visual data exploration on mobile devices pertains to
two constraints. First, mobile devices’ small screen cannot afford
a panel of widgets. Second, exploring self-tracking data often in-
volves entering specific date and time, or their ranges, which is
tedious to do on mobile devices. These challenges can be addressed
through speech because it does not require much space and is
flexible enough to cover different ways to specify date and time.
Moreover, common personal insight types identified from prior
work allow us to narrow the scope of the speech interaction needed
for personal data exploration, making it more tractable with the
state-of-the-art speech recognition technology.
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