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Abstract—We present a family of non-additive quantum
codes based on Goethals and Preparata codes with parameters
((2m, 22m−5m+1, 8)). The dimension of these codes is eight times
higher than the dimension of the best known additive quantum
codes of equal length and minimum distance.

Index Terms—Non-additive quantum code, Goethals code,
Preparata code

I. INTRODUCTION

Most of the known quantum error-correcting codes
(QECCs) are based on the so-called stabilizer formalism which
relates quantum codes to certain additive codes over GF (4)
(see, e. g., [3], [7]). It is known that non-additive QECCs can
have a higher dimension compared to additive QECCs with the
same length and minimum distance [5], [14], [17], [18]. All
these examples of non-additive QECCs are examples of so-
called codeword stabilized quantum codes which are obtained
as the complex span of some so-called stabilizer states, which
correspond to self-dual additive codes. In [9] we have extended
the framework of stabilizer codes to the union of stabilizer
codes (see [8]). This allows to construct non-additive codes
from any stabilizer code. In general, these non-additive QECCs
correspond to non-additive codes over GF (4) which can be
decomposed into cosets of an additive code which contains
its dual. Using a construction similar to that of so-called CSS
codes (see [4], [15]), families of non-additive quantum codes
based on the binary Goethals and Preparata codes were derived
in [9]. Here we present a new family of non-additives quantum
codes which have a dimension that is eight times higher than
the dimension of the best known additive quantum codes.

II. UNION STABILIZER CODES

A. Stabilizer codes

We start with a brief review of the stabilizer formalism for
quantum error-correcting codes and the connection to additive
codes over GF (4) (see, e. g., [3], [7]). A stabilizer code
encoding k qubits into n qubits having minimum distance d,
denoted by C = [[n, k, d]], is a subspace of dimension 2k of
the complex Hilbert space (C2)⊗n of dimension 2n. The code
is the joint eigenspace of a set of n− k commuting operators
S1, . . . , Sn−k which are tensor products of the Pauli matrices

σx =
(

0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
,

or identity. The operators Si generate an Abelian group S
with 2n−k elements, called the stabilizer of the code. It is
a subgroup of the n-qubit Pauli group Pn which itself is
generated by the tensor product of n Pauli matrices and
identity. We further require that S does not contain any non-
trivial multiple of identity. The normalizer of S in Pn, denoted
by N , acts on the code C = [[n, k, d]]. It is possible to identify
2k logical operators X1, . . . , Xk and Z1, . . . , Zk such that
these operators commute with any element in the stabilizer S,
and such that together with S they generate the normalizer
N of the code. The operators Xi mutually commute, and so
do the operators Zj . The operator Xi anti-commutes with the
operator Zj if i = j and otherwise commutes with it.

It has been shown that the n-qubit Pauli group corresponds
to a symplectic geometry, and that one can reduce the problem
of constructing stabilizer codes to finding additive codes over
GF (4) that are self-orthogonal with respect to a symplectic
inner product [2], [3]. Up to a scalar multiple, the elements
of P1 can be expressed as σaxσ

b
z where (a, b) ∈ F2

2 is a
binary vector. Choosing the basis {1, ω} of GF (4), where
ω is a primitive element of GF (4) with ω2 + ω + 1 = 0, we
get the following correspondence between the Pauli matrices,
elements of GF (4), and binary vectors of length two:

operator GF (4) F2
2

I 0 (00)
σx 1 (10)
σy ω2 (11)
σz ω (01)

This mapping extends naturally to tensor products of n Pauli
matrices being mapped to vectors of length n over GF (4) or
binary vectors of length 2n. We rearrange the latter in such a
way that the first n coordinates correspond to the exponents
of the operators σx and write the vector as (a|b), i. e.,

g = σa1
x σ

b1
z ⊗ . . .⊗ σan

x σbn
z =̂ (a|b) = (gX |gZ). (1)

Two operators corresponding to the binary vectors (a|b) and
(c|d) commute if and only if the symplectic inner product
a · d − b · c = 0. In terms of the binary representation,
the stabilizer corresponds to a binary code C which is self-
orthogonal with respect to this symplectic inner product, and
the normalizer corresponds to the symplectic dual code C∗.
In terms of the correspondence to vectors over GF (4), the
stabilizer and normalizer correspond to an additive code over
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GF (4) and its dual with respect to an symplectic inner
product, respectively, which we will also denote by C and C∗.
The term additive quantum code refers to this correspondence.
The minimum distance d of the quantum code is given as the
minimum weight in the set C∗ \C ⊂ GF (4)n which is lower
bounded by the minimum distance d∗ of the additive code C∗.
If d = d∗, the code is said to be pure, and for d ≥ d∗, the
code is said to be pure up to d∗.

Fixing the logical operators Xi and Zj , there is a canonical
basis for the additive quantum code C. The stabilizer group
S of the quantum code together with the logical operators
Zj generate an Abelian group of order 2n which corresponds
to a self-dual additive code. The joint +1-eigenspace is one-
dimensional, hence there is a unique quantum state |00 . . . 0〉 ∈
C stabilized by all elements of S. An orthonormal basis of the
code C is given by the states

|i1i2 . . . ik〉 = X
i1
1 · · ·X

ik
k |00 . . . 0〉, (2)

where (i1i2 . . . ik) ∈ Fk2 .

B. Union stabilizer codes

The stabilizer group S gives rise to an orthogonal decompo-
sition of the space (C2)⊗n into common eigenspaces of equal
dimension. The stabilizer code C is the joint +1-eigenspace
of dimension 2k. In general, the joint eigenspaces of S can
be labeled by the eigenvalues of a set of n− k generators of
S . Moreover, the n-qubit Pauli group Pn operates transitively
on the eigenspaces. Hence one can identify a set T ⊂ Pn of
2n−k operators such that

(C2)⊗n =
⊕
t∈T

tC. (3)

Note that each of the spaces tC is a quantum error-correcting
code with the same parameters as the code C and stabilizer
group tSt−1. The decomposition (3) corresponds to the de-
composition of the n-qubit Pauli group Pn into cosets with
respect to the normalizer N of the code C and likewise to the
decomposition of the full vector space GF (4)n into cosets of
the additive code C∗.

The main idea of union stabilizer codes is to find a subset
T0 of the translations T such that the space

⊕
t∈T0 tC is a

good quantum code (see [8], [9]).
Definition 1 (union stabilizer code): Let C0 = [[n, k]] be a

stabilizer code and let T0 = {t1, . . . , tK} be a subset of the
coset representatives of the normalizer N0 of the code C0 in
Pn. Then the union stabilizer code is defined as

C =
⊕
t∈T0

tC0.

Without loss of generality we assume that T0 contains identity.
The dimension of C is K2k, and we will use the notation
C = ((n,K2k, d)).
Similar to (2) a canonical basis of the union stabilizer code C
is given by

|j; i1i2 . . . ik〉 = tjX
i1
1 · · ·X

ik
k |00 . . . 0〉, (4)

where j = 1, . . . ,K, (i1i2 . . . ik) ∈ Fk2 , and Xi are logical
operators of the stabilizer code C0.

In order to compute the minimum distance of this code, we
first consider the distance between two spaces t1C0 and t2C0.
As for a fixed stabilizer code C0 two spaces t1C0 and t2C0 are
either identical or orthogonal, we can define the distance of
them as follows:

dist(t1C0, t2C0) := min{wgt(p) : p ∈ Pn | pt1C0 = t2C0}.
(5)

Here wgt(p) is the number of tensor factors in the n-qubit
Pauli operator p that are different from identity. Clearly,
dist(t1C0, t2C0) = dist(t−1

2 t1C0, C0). The two spaces are
identical if and only if t−1

2 t1 is an element of the normalizer
group N0, or equivalently, if the cosets C∗0 +t1 and C∗0 +t2 of
the additive normalizer code C∗0 are identical. (Note that we
denote both an n-qubit Pauli operator and the corresponding
vector over GF (4) by ti.) Hence the distance (5) can also be
expressed in terms of the associated vectors over GF (4).

Lemma 2: The distance of the spaces t1C0 and t2C0 equals
the minimum weight in the coset C∗0 + t1 − t2.

Proof: Direct computation shows

dist(t1C0, t2C0) = dist(C∗0 + t1, C
∗
0 + t2)

= dist(C∗0 + (t1 − t2), C∗0 )
= min{wgt(c+ t1 − t2) : c ∈ C∗0}
= min{wgt(v) : v ∈ C∗0 + t1 − t2}.

While the distance between the cosets C∗0 + tj is an upper
bound on the minimum distance of the union code C, the true
minimum distance can be derived from the following code
over GF (4).

Definition 3 (union normalizer code): With the union sta-
bilizer code C we associate the (in general non-additive) union
normalizer code given by

C∗ =
⋃
t∈T0

C∗0 + t = {c+ tj : c ∈ C∗0 , j = 1, . . . ,K},

where C∗0 denotes the additive code associated with the
normalizer N0 of the stabilizer code C0. We will refer to
both, the vectors ti and the corresponding unitary operators,
as translations.

Theorem 4: The minimum distance of a union stabilizer
code with union normalizer code C∗ is given by

d = min{wgt(v) : v ∈ (C∗ − C∗) \ C̃0}
≥ dmin(C∗)
= min{dist(c+ ti, c

′ + ti′) : ti, ti′ ∈ T0, c, c′ ∈ C∗0
c+ ti 6= c′ + ti′},

where C∗ − C∗ := {a − b : a, b ∈ C∗} denotes the set of all
differences of vectors in C∗, and C̃0 ≤ C0 is the additive code
that corresponds to all elements of the stabilizer group S that
commute with all tj ∈ T0.

Proof: Let E ∈ Pn be an n-qubit Pauli error of weight
0 < wgt(E) < d. For two canonical basis states |ψa〉 and |ψb〉



as given in (4) we consider the inner product

〈ψa|E|ψb〉 =〈j; i1i2 . . . ik|E|j′; i′1i′2 . . . i′k〉

=〈00 . . . 0|Xi1
1 · · ·X

ik
k tjEtj′X

i′1
1 · · ·X

i′k
k |00 . . . 0〉

=± 〈00 . . . 0|Xi1+i
′
1

1 · · ·Xik+i′k
k tjtj′E|00 . . . 0〉.

If E ∈ S commutes with all tj ∈ T0, then 〈ψa|E|ψb〉 = δab.
Otherwise, E /∈ C∗ − C∗ since 0 < wgt(E) < d, and hence
the inner product vanishes.

III. THE BINARY GOETHALS AND PREPARATA CODES

In this section we recall some properties of the binary
Goethals codes [6] and the Preparata codes [13]. It has been
shown that variations of these codes have a simple description
as Z4-linear codes [10], but in our context the description in
terms of cosets of linear binary codes is used.

In the following m is an even integer (m ≥ 4) and
n = 2m−1 − 1. Letα be a primitive element of the finite field
GF (2m−1). By µi(z) we denote the minimal polynomial of
αi over GF (2), i. e., the polynomial with roots αj for j = i2k.
The idempotent θi(z) is the unique polynomial satisfying

θi(αi) = 1 and θi(αj) = 0 for j 6= i2k.

Codewords of a cyclic code can be represented by polynomials
f(z), and we use (f(z); f(1)) to denote the codeword of the
extended cyclic code obtained by adding an overall parity
check. Similar, we use (f(z); f(1); g(z); g(1)) to denote the
juxtaposition of codewords of two extended cyclic codes.

Definition 5 (Goethals code [6]): The Goethals code G(m)
of length 2m is the union of 2m−1 cosets of the linear
binary code CG = [2m, 2m − 4m + 2, 8]. The code CG is
obtained via the |u|u+v| construction applied to the extended
cyclic codes C1 and C2. The cyclic code C1 is a single-error
correcting code with generator polynomial µ1(z), and C2 is
generated by µ1(z)µr(z)µs(z) where r = 1 + 2m/2−2 and
s = 1+ 2m/2−1. The non-zero coset representatives are given
by (zi; 1; ziθ1(z); 0) for i = 1, . . . , n− 1.

An alternative description of Goethals codes has been given
in [1]. The codewords are described by pairs (X,Y ) of subsets
of GF (2m−1). The corresponding codeword is given by the
juxtaposition of the characteristic functions χX and χY of the
two set X and Y , i. e.

(X,Y ) =̂ (1X(αi); 1X(0); 1Y (αi); 1Y (0)),

where 1X(αi) is a short-hand for the vector

1X(αi) = (1X(α0), 1X(α1), . . . , 1X(αn−1))

and

1S(x) =

{
1 if x ∈ S,
0 if x /∈ S.

The non-zero elements of X and Y give rise to the polyno-
mials fX(z) and fY (z) given by

fS(z) =
n−1∑
i=0

1S(αi)zi. (6)

Definition 6 (Goethals code [1]): The Goethals code G(m)
of length 2m consists of the codewords described by all pairs
(X,Y ) satisfying:

a) |X| is even, |Y | is even,
b)
∑
x∈X

x =
∑
y∈Y

y,

c)
∑
x∈X

xr +

(∑
x∈X

x

)r
=
∑
y∈Y

yr,

d)
∑
x∈X

xs +

(∑
x∈X

x

)s
=
∑
y∈Y

ys.

In order to relate the two definitions, we distinguish three
cases.

1) X = Y : Conditions c) and d) imply that
∑
x∈X x = 0.

This is true for all codewords of the cyclic code gener-
ated by µ1(z). Adding an overall parity check implies
Condition a).

2) X = ∅: The left hand side of Conditions b), c),
and d) vanishes, so the solutions for Y correspond
to an extended cyclic code with generator polynomial
µ1(z)µr(z)µs(z).

3) X = {0, x = αi}: From (6) it follows that fY (α) =∑
y∈Y y. So Condition b) holds for the set Y corre-

sponding to fY (z) = ziθ1(z). The left hand side of
Conditions c) and d) vanishes, so the solutions for Y
are elements of the extended cyclic code with generator
polynomial µr(z)µs(z). As neither r nor s is a power of
two, the polynomial θ1(z) and hence fY (z) = ziθ1(z)
vanishes for αr and αs, i. e., Conditions c) and d) hold.

Finally, all codewords of the Goethals code as given in
Definition 5 are the juxtaposition of two binary vectors of
even weight, i. e., Condition a) holds. Hence any codeword
given by Definition 5 fulfills the conditions of Definition 6.
The equivalence of the definitions follows from the fact that
the codes have equal size.

Next we consider the definition of Preparata codes similar
to Definition 6 given in [1].

Definition 7 (Preparata code [1]): The extended Preparata
code P(m) of length 2m and parameter σ consists of the
codewords described by all pairs (X,Y ) satisfying:

a) |X| is even, |Y | is even,
b)
∑
x∈X

x =
∑
y∈Y

y,

c)
∑
x∈X

xσ+1 +

(∑
x∈X

x

)σ+1

=
∑
y∈Y

yσ+1,

Here σ is a power of two and gcd(σ ± 1, n) = 1.
For σ = 2m/2−1 and n = 2m−1 − 1 we compute(

2m−1 − 1
)
−
(
2m/2−1 ± 1

)(
2m/2 ∓ 2

)
= 1,

showing that gcd(σ ± 1, n) = 1. Hence for this particular
choice of σ, the Preparata code of Definition 7 contains
the Goethals code. What is even more, we can describe the
Preparata code similar to Definition 5 as the union of cosets



of the linear binary code CP which contains the linear binary
code CG .

Definition 8: The extended Preparata code P(m) of length
2m is the union of 2m−1 cosets of the linear binary code
CP = [2m, 2m − 3m + 1, 6]. The code CP is obtained via
the |u|u+v| construction applied to the extended cyclic codes
C1 and C3. The cyclic code C1 is a single-error correcting
code with generator polynomial µ1(z), and C3 is generated
by µ1(z)µs(z) where s = 1 + 2m/2−1. The non-zero coset
representatives are given by (zi; 1; ziθ1(z); 0).
Comparing Definitions 5 and 8 we see that we can use the very
same coset representatives to construct the Goethals and the
Preparata code as union of cosets of the linear binary codes CG
and CP , respectively. Moreover, all codes lie between codes
that are equivalent to the Reed-Muller codes RM(m− 3,m)
and RM(m− 2,m) = [2m, 2m−m− 1, 4] (see [11]). This is
illustrated by the following diagram:

RM(m− 3,m)

[2m, 2m − 4m+ 2, 8] = CG

[2m, 2m − 3m+ 1, 6] = CP

���

���

G(m) =
⋃
i CG + ti

P(m) =
⋃
i CP + ti

[2m, 2m −m− 1, 4] = RM(m− 2,m)

The components of the codes are summarized as follows:

C1: cyclic code generated by µ1(z)
C3: cyclic code generated by µ1(z)µs(z)
C2: cyclic code generated by µ1(z)µr(z)µs(z)

r = 1 + 2m/2−2, s = 1 + 2m/2−1

CG : |u|u+ v| construction applied to the extended cyclic
codes C1 and C2

CP : |u|u+ v| construction applied to the extended cyclic
codes C1 and C3

ti: n+ 1 coset representatives with

ti =

{
(zi; 1; ziθ1(z); 0) for i = 0, . . . , n− 1,
(0, . . . , 0) for i = n.

IV. THE QUANTUM GOETHALS-PREPARATA CODES

Before presenting the new family of non-additive quantum
codes, we recall Steane’s construction to enlarge the dimension
of CSS codes.

Theorem 9 (see [16]): Let C = [n, k, d] and C ′ = [n, k′ >
k + 1, d′] be linear binary codes with C⊥ ≤ C < C ′. Then
there exists an additive quantum code C = [[n, k + k′ − n,≥
min(d, 3d′/2)]]. Given a generator matrix G of the code C
and a generator matrix D of the complement of C in C ′, the

normalizer of the code C is generated by G 0
0 G
D AD

 ,

where A is a fixed-point free linear transformation.
As the code CG contains a code that is isomorphic to the
Reed-Muller code RM(m − 3,m) it follows that C⊥G ≤ CG .
Hence we can apply Steane’s construction [16] to the chain
C⊥G ≤ CG < CP of linear binary codes and obtain an additive
quantum code with parameters C0 = [[2m, 2m − 7m + 3, 8]].
In a second step we use the K = 2m−1 coset represen-
tatives ti of the decomposition of both the Goethals and
the Preparata code. This yields a non-additive code with
dimension K222m−7m+3 = 2` where ` = 2m − 5m+ 1.

G 0

0 G

D AD



t1 t1...
...

t1 tK
...

...

tK t1...
...

tK tK


Fig. 1. Structure of the non-additive union normalizer code of the quantum
Goethals-Preparata codes.

Theorem 10: Let C0 = [[2m, 2m−7m+3, 8]] be the additive
quantum code obtained from the chain of linear binary codes
C⊥G ≤ CG ≤ CP using Steane’s enlargement construction.
Furthermore, let T0 = {(ti|tj) : i, j = 0, . . . , 2m−1−1} where
ti are the coset representatives used to obtain the Goethals and
Preparata code. Then the quantum Goethals-Preparata code
is a union stabilizer code given by C0 and T0. The minimum
distance of the quantum Goethals-Preparata code is eight.

Proof: Let G denote a generator matrix of the code CG
and let D be such that ( GD ) generates CP . The structure of the
non-additive union-normalizer code of the quantum Goethals-
Preparata codes is illustrated in Fig. 1. A generator matrix of
the normalizer of the additive quantum code C0 is given above
the horizontal line, while the set of translations is listed below
the horizontal line. Every codeword of the non-additive union
normalizer code is of the form

g = (gX |gZ) = (c1 + v + ti|c2 + w + tj),

where c1, c2 ∈ CG = [2m, 2m−4m+2, 8] and v, w ∈ CP/CG .
For g, g′ ∈ C∗, g 6= g′ we compute

dist(g, g′) =dist((c1 + v + ti|c2 + w + tj),
(c′1 + v′ + t′i|c′2 + w′ + t′j))

= wgt((c′′1 + v′′ + ti − t′i|c′′2 + w′′ + tj − t′j)),



where c′′1 = c1 − c′1 and c′′1 = c1 − c′1 are codewords of CG ,
and v′′ = v − v′, w′′ = w − w′ are codewords of CP/CG . In
general, the weight of g = (gX |gZ) is given by

wgt((gX |gZ)) =
1
2
(wgt(gX) + wgt(gZ) + wgt(gX + gZ)).

Hence we get

dist(g, g′) =
1
2

wgt(c′′1 + v′′ + ti − t′i) (7a)

+
1
2

wgt(c′′2 + w′′ + tj − t′j) (7b)

+
1
2

wgt(c′′1 + c′′2 + v′′ + w′′ + ti − t′i + tj − t′j). (7c)

By Steane’s construction the vectors v′′ and w′′ are either
both zero, or both are non-zero and they are different. For
v′′ = w′′ = 0, we can assume without loss of generality that
the vectors in (7a) and (7b) are both non-zero. The weight
of these vectors equals the distance between two codewords
of the Goethals code, so it is at least 8. For v′′ 6= 0 6= w′′

the terms (7a) and (7b) equal the distance of two codewords
of the Preparata code, so they are lower bounded by 6. We
will show that for v′′ 6= w′′, the vector in (7c) is a non-zero
codeword of the linear code isomorphic to the Reed-Muller
code RM(m− 2,m), hence its weight is at least 4. For this,
consider the vectors a = (a1; a2) = c′′1 + c′′2 + v′′ + w′′ 6= 0
and b = (b1; b2) = ti − t′i + tj − t′j . The coset representatives
are of the form ti = (zi; 1; ziθ1(z); 0), so the second half
b2 of b is a codeword of the extended cyclic code generated
by θ1(z), while a2 is a codeword of the extended cyclic code
generated by µ1(z). The intersection of the two codes is trivial,
so a2 = b2 only if a2 = b2 = 0. Then wgt(b) ≤ 4 while
wgt(a) ≥ 6 since 0 6= a ∈ CP . Hence a 6= b.
To our best knowledge, the best additive quantum code with
the same length and minimum distance has dimension 2m −
5m − 2. Codes with these parameters can, e. g., be obtained
by applying Steane’s construction to extended primitive BCH
codes [2m, 2m−2m−1, 8] and [2m, 2m−3m−1, 6] (see [16]).
In the following table we give the parameters of the first codes
in these families. Additionally, we give the parameters of the
non-additive quantum codes derived from Goethals codes in
[9].

Goethals enlarged BCH Goethals-Preparata

((64, 230, 8)) [[64, 32, 8]] ((64, 235, 8))

((256, 2210, 8)) [[256, 214, 8]] ((256, 2217, 8))

((1024, 2966, 8)) [[1024, 972, 8]] ((1024, 2975, 8))

V. CONCLUSIONS

We have constructed some new non-additive quantum codes
from nested non-linear binary codes which can be decomposed
into cosets of linear codes which contain their dual. It is
interesting to find more good non-linear binary or quaternary
codes with this property.

Recently, Ling and Solé have constructed some non-additive
quantum codes from Z4-linear codes using a CSS-like con-
struction [12]. So far it is not clear whether the non-additive
codes presented here can also be put into the framework of
Z4-linear codes.
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[9] M. Grassl and M. Rötteler, “Non-Additive Quantum Codes from
Goethals and Preparata Codes,” Nov. 2007, submitted to IEEE Infor-
mation Theory Workshop 2008, preprint arXiv:0801.2144 [quant-ph].

[10] A. R. Hammons, Jr., P. V. Kumar, A. R. Calderbank, N. J. A. Sloane, and
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