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Solaing Image Processing Problems by Using NonstaniLard Regularizat'ion

Regularization

An energy functional with constraints is used in reguiarization. In this

thesis. the membrane functional is used with the smoothness constraint.

The String and Membrane

The energy associated with string under tension is given by

Et: ln,{"{*) - d(r))2d' * \2 1n,"1@)ar.
(1)

where

d(") : the input function,

"(") : the reconstructed function,

u*(r) : the first order derivative with respect to r

) : the regularization parameter.

The functional associated with membrane may be thought as the 2D

version of this functional, and is given by

Emt : I ln{"{r, a) - d(r, y))2 clrd,y * 
^' I Ir@?(*, il +"?(r, y))d,rd'y. (2)
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Solaing Image Processing Problems by Using Nonatand,ard, Regularization

Weak String and Membrane

The weak form of the string functional is given by,

E, : D("0 - do)t + 12 L(uo - ui-t)20 - h) * ale. (3)
iii

where I is called the line process.

The weak membrane has two sorts of line processes in itrenergy functional,

E - D+S+P

D - DD(uo,i-do,j)'

(4)

(5)
ij

S _ )'tD(uo,i - ui1,i)z(I - *o,i) * (uo,i - ui,i_')'(I - lo,) (6)
xJ

P _ *DI( (rjlrn;,j)
ij

(7)

where (.;,i and rt;,i denote horizontal and vertical line processes respec-

tively.

This functional lacks the rnathematical property of convexity, thus cannot

be minimrzedby a regular method.
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Soluing Image Processing Problerns by Using Nonstandard Regularization

Modified Functional

To minimize this non-convex functional, Graduated Non-Convexity algo-

rithm is used. To accomplish this, the ,S and P terms are merged into a

single term and the modified functional is obtained as

E - D(uo,i - do,)' +
irj

)'D go,s(u4i - utt,i) + )2 D g,,^(ui,i - ut,i*r) (8)
i,i i,i

where go,r is called the neighbourhood interaction function and given by

9o,)(', : 
{ l,'

if lfl < /"1^ (/-0)
(f-1\
\' -'lt

(e)
otherwise

and the line processes may be recovered at any time by

,,r,:{l Itl > J*l^
otherwise.

( 10)
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Solaing Image Processing Problems by Using Nonstand,ard, Eegularization

The Interaction Function

The interaction function is modified for GNC as

\2t2 Itl<q
g9,)^ - 1 * - .(l/l - r)' 12 q < ltl < r (11)

Itl > 
",

-400 -200 0 200 400

'., "'.-".t

't 
rii,i

400 200 0 200 400

Figure 1: The local interaction function used in GNC. The graph on the left side is the

original function. The graph on the right side shows how go,1 is changed by p. g1(*)

denotes the unmodified neighbourhood function when p : I. The value of p is 1 for gl(x),

7f 2 for e2("), If 4 for g3(*), 1/8 for g4(x) and \f 16 for e5(*). .\ is 0.24 and a is 2000.
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Solaing Image Processing Problems by Using Nonsland,ard, Regularization

Adaptive Smoothing

In adaptive smoothing, it's aimed to keep discontinuities between regions

while performing smoothing operation in the regions.

The adaptive smoothing is given by,

1(t+t)@, y) : -,1-''. t tlv (J. u )\") i=-t j=-t
7(t)@ + i,y + j) . *(t)@ + i,a + j)

1(t)(r,y) the signal at (t)th iteration

.(t)(r,y) the filter at (t)th iteration

I(t+r)(*,A) smoothed signal at (t + 1)th iteration

and

A-(r, Y)(t) -

The suggested filter is given

,(t)ir +i,y+ j).

*(t)@,U) : f@Vl@,aD - e_4N

+1 +1
\-\-ZJ Zr

L--L J--r

by

(12)

(13)

(14)

(15)4(t) @, a) -
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Soluing Intage Processing Problems by Using Nonstanilard, Regularization

The Cornparison

Figure 2: Reconstructecl sttrlacres obtzrined

checker-board images. SNR(dB) values from

7. The second row: 5, .1, 3.

lrl rvcak rrrerrLl,,Lane rrrodelirrg flurrr nors)

ieft to right: The filst lou': No noise, 10,
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Solaing Image Processing Problems by Using NonstaniLaril Regulari,zation

The Comparison

Figure 3: Edge maps obtained by

images. Sl'lR(dB) values from left

row: 5, 4. 3.

weak membrane modeling from

to right: The fir'st row: No noise.

noisy checkerboar-d

10, 7. The second

l.T.U. Institute of Science and Technology, Control and Computer Engineering



The Cornparison

Solaing Image Process'ing Problems by Using Nonstandard Regularizat'ion
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Figule zl: Reconstructed surfaces obtained by

images. SI{R(dB) r,alues l}om left to right:

row: 10, 8, 7.

adaptive smoot hing flon'r

Tlre fir'sl low: No noi:e,

noisr, checkerboard

I7, 12. The second



The Comparlson

Figure 5:

sNR(dB)

10, 8, 7.

Edges obtained by adaptive

values from left to right: The

smoothing from noisy

first row: no noise, 17,

checkerboard images.

12. The second row:

Solai,ng lrnage Process'ing Problems by Using Nonstandard, Regularization
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The Comparison

Figure 6: Edges obtained by u,eali rnernbrane rnodeling (rniddle low) and adaptive smooth-

ing (last row) from Lenna, and House (first rorv) images rvhere the same parameters ale

used for two of the images. ) * 1.E, a: 1000 and ^9Oft -(t:1.2 in weak membrane

modeling. Scale parameter k :2 and threshold r : 24 in adaptive smoothing.

Soluing lrnage Processzng Problems by Usi,ng Nonstandard Regularization
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Solaing Image Processing Problems by Using Nonstandard, Regularization

Image Restoration

IMAGE RESTORATION USING REGUTARIZATION

Goal: Restoration of blurred and noisy image and elimination of noise.

Reasons of degradation

o Blurring:

o Motion of the object or the imaging system.

o Misfocusing of the lens system.

o Atmospheric reasons.

o |{oise:

o Recording media used during imaging (such as film particles).

r Digitization of the image.

o Quantization errors.
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Solaing Irnage Processing Problems by Using Nonstand,ard, Regularization

Image Restoration

Blurred and Noisy Image Model:

9:D'f+n (16)

where,

g: Blurred and noisy (degraded) image,

D: Blurring function,

f : Original image,

n: The noise effect"

A restoration system should satisfy the following criteria:

o Deblurring,

o Suppression of noise,

o Preservation of discontinuities,

o Reducing the ringing effect.
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solaing Image Processing Problems by tlsing Nonstandaril Regularizarion

Image Restoration

Ihe proposed method

Modification of weak membrane model to include blurring

which had been developed for surface reconstruction and edge

detection.

Addition of blurring to the energy functional associated with the model

is established by the following modified functional:

E(f ,1, -) _ t DI(/ ,r b)4i - do,il' +
ij
)' t? DUo, - f;',)'(7 - to,) +

I T(/',i - f o,in')'(1 - m;,)] *
LJ

ry \- r(/r,; + rni,j) (17)
xJ

where, b is the point spread function which causes blurring (PSq.

In this model, the blurred version of the restored image, i.e. f * b, is

desired to be close to the degraded input image d.
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solaing Image Processing Problerns by [Ising Nonstand,ard Regurarization

The Modified Functional

o The modified energy functional is minimizedby using the Graduated

Non-Convexity algorithm.

o The modified functional is further modified to use GNC in the min-

imization process. The modified functional is,

ptd $) _ t It(/ * b)t,j - do,il, +
ij

t
x1

t D g?,)^(fo,i - fo,j*r) (1s)
z3

' 
(p), 

'where gY\(.) is the modified local interaction function as defined before.
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solaing Image Processing Problems by {Jsing Nonstandard, Regularization

SOR Iterations

The SOR iteration is expressed as

f!,7*')-f:,:) a an-@$)i' T w, (1e)

where,

,r.u is the relaxation parameter and n denotes the iteration number.

The following iteration is obtained by taking the derivatives and taking

T - 2. (t + +.f2) (20)

ff,T*D - f!,T) - "tf &((f(") 
* b)r,,1 - do,i)' +

g',,^(f!,j) - r9[,]\ +

g'*,^(f!,;) - f:,?!i\ +

g',,^(f!,T) - f*)r,) +
g'*,^(f!,}) - f!,T\r) r#* er)

l.T.U. Institute of Science and Technology, Control and Computer Engineering
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solaing lrnage Processing Problents by tlsing NonstaniLard, Regularization

The Blurring Filter

Point spread function b is taken as the averaging filter which corresponds

to misfocusing of the lens system.

The 3 x 3 averaging filter is,

,1o- -
9

111
111
111

( ))\

The derivative in Equation (19)

#(f@) 
*tt)4j - do,j), (23)

If the blurring function b is taken as in Equation (22), the SOR iterations

becomes

l.T.U. Institute of science and rechnology, Control and Computer Engineering
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solaing Irnage Processing Problerns by using Nonstand,aril Regularization

The SOR Iterations

1

2{ ;[f;,i + fo,i*, I f;,i+z *
f;+t,i I f+t,i+t * f+r,i+z *

fn*r,i I f+z,i+t * f+z,i*r] -

1

n[fo-r,i-, I f;z,i-t I f;z,i I
f;-t,i*z * f;:,j-r * f;r,j *

fLi*z* f;,,i_t+ ftil

-do,i j. (2s)
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sohting Image Process'ing Problems by using Nonstandard, Regularization

Experimental Results

Parameters

Typical values of ) and a values for restoration are found as ) - 1.6 and

a - 1600 in the energy functional.

Table 1: Nolmalized mean square errot values for blurred and noise added Checkerboard,

House and Clock images.

Image SNR-30 dB

Gauss o,, NMSE Gauss on NIMStr

chel

che2

che3

1.)0IJJ

22

113

7

7

6.9

6563

6509

6664

housel

house2

house3

798

544

570

5.5

5.4

5.3

8283

8222

B2B3

clockl

clock2

ciock3

1314

852

902

5.6

o.c

5.5

6533

6501

6723
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Solatng Image Process'ing Problerns by tlsing Nonstand,ard, Regularization

Experirnental Results - The frnages

Figure

elaging

images.

7: Top ror.v: l['he blulred

filtel two (left) and thr-ee

checkerboar.cl irnages degraded by appiying a 3x3 av-

(r'ight) times. Bottonr ror,v: Restored versions of the

l.T.U. Institute of Science and Technology, Control and Computer Engineering
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solu'ing Image Process'ing Problerns by using Nonstandaril Regularization

Experimental Results - The fmages

Figure 8: Top lor'v: Tire blurred house images degraded by applying a 3x3 averaging filter

two (1elt) aircl thlee (roght) times. Bottom row: Restor-ed versions of the house images.
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solaing Image Processing Problems by using Nonstand,aril Regulari,zation

Experimental Results - The fmages

Figule 9: Blurred and noise added (SNR:25 dB) checkerboard and house images and

theil resl,olecl versions.
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Solaing Image Processing Problemr by Ucing Nanstondord Regularization

Image Compression

The Approach:

o An inrage ca,n be reconstructed from sparse data without excessil'e

clegrerdation whcre tlie sparse data reside along discontinuities.

e Irr this approilch, iuragc is modelecl as a coilection of smooth regions

separated by edge contours by using rveak membrane rnodel.

o This model allows us to deterrrine edge contoursr represente<l as line

processes, by minirnizing a non*convex functional associated with

weak membrane, and to reconstruct the original image by using the

same model.

o The line processes are coded by run length coding. since they are

boolean .,-iriued.

o The collection of gray vah,res associated with line processes is coded

by using the variable length coding via Huftman coding method.
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solai'ng lrnage Process'ing Problems by using Nonstanilard, Regularization

knage Cornpression

o Transmitter

o Detect edges and specify data along edge locations.

o Code line processes by run length coding.

o Code sparse data along discontinuities by variable length coding.

o Receiver

o Unpack run length coded line processes and Huffman coded data.

o Locate sparse data by using line processes.

o Perform surface reconstruction from sparse data by using weak

mernbrane model.

l.T.U. Institute of Science and Technology, Control and Computer Engineering
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solaing Irnage Processing Problems by tJsing Nonstanilaril Regularization

The Coding Part

The energy functional associated with weak membrane including sparse

data is given by

E

D

s

P

where p

D+S+P

tt 1341 
.(di,1 - ui,j)2

ij
)'t I(1 - ln,,i)(uo,i - ui-r,j)2 + (1 - hn,)(uo,i -

oJ

tr,D,(too,i * noo,,)

(26)

(27)

ui,j_r)' (28)

(2e)
ij

is uged to mark sparse data as

(

D | 1, if data is available
pi,i : \

| 0, otherwise.
t

processes may be illustrated as

at (i,j),
(30)

The line

I

'"atJ

vertical line process

horizontal line process

(itJ

Figure 10: Line processes in two dimensions.
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Solui,ng Image Processing Problems by Using Nonstandaril, Regularizat'ion

Experimental Results - Compression

Figure 11: First column: Original 128x128 checkelboard and 180x180 bals images. Second

column: Spa,r'se clata to be transmitecl. Third -,-ow: Reconstructed velsions of checkelboard

and bars images.
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Soluing Image Processing Problems by Using Nonstand,ard, Regularization

Experimental Results - Compression

Figure 12: First column: Original 256x256 House, Lenna, Clock and

images. Second column: Sparse data to be transnitted. Third column:

versions of images.

175x175 Brain

Reconstructed

l.T.U. Institute of Science and Technology, Control and Computer Engineering
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Sohti.ng Image Processing Problems by Using Nonstand,ard, Regulari,zation

The Degradation

Figure 13: Change of reconstructed image as the compression ratio increases from ieft to

right as 4.8:1, 5.3:1, 6:1, 8:1.
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Soluing Image Processing Problems by Using Nonstandard Regularization

Experimental Results - Compression

Table 2: Quantitative evaluation of the coding method on various images.

Image Size

C,

nun 
I 

Line 
I

bits I proc. 
I

mpressed

Data

entropy

Size (b

Data

size

ytes)

Coded I

I

Data I Total Ratio

Co nprer

I

I

%l

rsion

NMSE

Che.

Bars

House

Lenna

Clock

Brain

16kb

16kb

64kb

64kb

64kb

30kb

f)

f)

6

i+

x
r)

t)

527

708

3153

5203

4r27

t ( .).)
OJLL

0.876

0.942

7.538

7.572

7.607

6.281

1258

1636

8613

r4004

10302

14693

188

234

9037

14663

1 1028

1 1954

.71 XI L.)

942

12190

19866

15149

lo4to

23:7

17:\

D.J:1

3.2:I

4.3:1

2:I

96

94

81

70

77

50

62

r42

313

238

4998

89
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Solaing Irnage Processing Problems by Using Nonstandard Regularizati,on

DORS Representation

Each level of this representation,

Solutions (DORS) representation,

between two regularized solutions

ters.

called the Difference Of Regulctrized

is obtained by taking the difference

with different regularization parame-

The reguiarized solutions are obtained by

u(r, y, ),;) _ {u(r,v):

it{,| l"rr

8,"(f , )) :

- d,)' drdy

(31)

x, I I, (f3 + ffi a*ay1

where ); is taken from the A set as

A _ {)t, )r,..., ),}, Vr, )l ( );+r. (32)
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Solaing Image Processing Problerns by Using NonstaniLard Regularizat'ion

DORS Representation

The DORS(n,a;\t.,\i) is defined as the difference of two regularized

solutions with regularization parameters ); and )1, that is,

DO RS (r, Ui \;, );) : u(r, y; );) - u(r, y; A1), \t I \i. (33)

The multiscale edge images are obtained by

1.ui,i : zc I DO RS(r, A;)0, )i) ] (34)

and

zclDORS(r,Ai Ar,)i)] :
7 if DO RS (r, y; \t., \i)

has a zero crossing at (*,A) (35)

0 otherwise.
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Sohing Image Processing Problerns by Using Nonstand,ard, Regularizat'ion

Vietnamese Hat Operator

o.7

0.6

0.5

o.4

0.3

o.2

0.1

0

hl(x) 
-h3(x) - -.

-10 't5

Figure 14: R-filters hi(z) : h,(r;1.5) and hz(r) : h,(r;3).

Figure 15: The Vietnamese hat operator H(r;1.5,3).

l.T.U. Institute of Science and Technology, Control and Computer Engineering

t r-)
J/)



Soluing Image Processing Problerns by Usi.ng Nonstanilard Regularization

DORS Representation

ttry
t:-++r ',

__Llllllr
llllL--1--f-

f-l
_] LitlI;|"
-] =l-

1l

ffiffiffiffi
I i)\-.) ):4 - lrl

Figule 16: Clhe<;lielboalcl irlages (SNR:7clB) usecl in DOITS ancl integlation. 'l-he fir'st

colunn ancl tire last lorv shorv regularizecl solutions lvit]r the inclicated palametels. Tlie

noisy eclge images obtained bv usiug trvo ina,ges with DORS in the collesponding lor,v ancl

coiurnn ale presented in the lou,el part of the cliagonal. In 1,he light-rnost column. results

of intermecliate integration fbr DORS ancl in tire lolver-right corne. the final integlatecl

edge imager are presentecl.
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Soluing Image Processing Problems by Using Nonstandard Regularization

Multiscale Edge Integration

Goal: Integration of muitiscale edge images to obtain a single edge image

since edges have multisize features.

Approach: Using a multiscale edge integration scheme to overcome

+i{tilg, gn_gearlng and disappearing and Eiagching of edges in scale

space, which uses a weighted accumulation array.

Problems in multiscale edge integration

o Shiftinq; The location of edges in coarse scales is generally wrong.

o Di,sappearing: An edge point may not occur in all of the scales.

o Appearing: New edge points may disappear in different scales.

o Branchi,ng: There may be more than one edge point in the finer scale

corresponding to an edge in the coarse scale.

l.T.U. Institute of Science and Technology, Control and Computer Engineering
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Solaing Image Processing Problerns by Using Nonstanilard Regularization

Multiscale Integration

Edge fmage Set Used in Integration

COARSE

W - {*t,rr,...,wn} (36)

The coarsest scale edge
wn

image

MID wn-I Edge images

ordered from the coars-

est scale run to the finest

scale ut (tnr, ..., ut) .

MID w2

FII\E W1

The finest scale edge im-

age.

l.T.U. lnstitute of Science and Technology, Control and Computer Engineering
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sohting Image Processing probrerns by using Nonstand,ard, Regurarization

Edge Tracking

Edge tracking starts from the coarsest scale and proceeds down to the
finest scale, processing the consequitive edge images in each step.

Coarse F ine Coarse Fine

x---> Q
X >X>:
.x?t-/"
x ___+ c
X -------+ X

X--*X

x--> x

x-J X

l'T'U' Institute of Science and rechnorogy, Contror and compute, engi;r,r€
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Solaing Image Processing Problems by Using Nonstandard, Regularizal,ion

Edge TYacking

o A search for edge points in the fine scale is performed in a 3x3 sized

window for an edge point in coarse scale.

o The coarse scale edge point is linhed to fine scale edge point(s) start-

ing from the nearest one (branching).

o The accumulation array is updated in each link,

ctcc(k,l) - a"(i,, j) . ,^(k,l) + acc(i,, j).

o The initial values of the accumulation array are the edge locations

in the coarsest scale, i.e. acc(i, j): w"(i, j).

COARSE MID FINE

Appearance YES YES NO Edge exists in fine scale, but not

in coarse scale.

Prevention

disappearance

YES YtrS YES trdge exists in coarse scale, but

not in fine scale.

Branching YES YES NO There are more than one fine

scale edge points corresponding

to one edge point in coarse scale.

l.T.U. Institute of Science and Technology, Control and Computer Engineering
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Sohting Image Processing Problems by Us'ing Nonstanilard Regularization

Integrated Edges (Canny)

1l!

f--tilw
nw

nilr-:-tl-
-Fl=*11-

.F,Tl*

o=4

\)

lwI l-r
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Solaing Image Processing Problerns by Using Nonslanilard Regularization

Integrated trdges (DORS)

,.-*s I

A , i;F=t
1", B 

,, ,.lr-- ''i
,i --:=,::;1-->aQ'<1 . -1

=__ _- __ 1

.F*I]-',

.F--T]-
i-l

n--I--l-t-r-
__t_l_||tl-r-
#l-'-tr-

):8,16

):4,8

\:2,4

):1,2
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Solaing Image Processing Problems by Using Nonstandard Regularizat'ion

Summary of Contributions

o It is observed that, edge detection performance of weak membrane

modeling is superior than that of the adaptive smoothing.

o A non-standard regularization basecl image restoration method is

developed and deblurred images are obtained.

o A coding/decoding scheme is introduced where discontinuities and

sparse information along discontinuities are used for compression.

o The DORS representation is used in two dimensions to obtain mul-

tiscale edge images from two regularized solutions.

o A multiscale edge integration algorithm has been extended for two

dimensions which uses a weighted accumulatiori array.

l.T.U. Institute of Science and Technology, Control and Computer Engineering
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Solu'ing Image Processing Problerns by Using Nonstand,ard Regularization

Suggestions for Future Research

o The blurring fl1ter used in image restoration is the 3x3 averaging

filter. The introduced method may be used with different filters and

the behaviour should be investigated.

o The compression algorithm can be improved to achieve higher com-

pression ratio. The first stage that should be considered is to imple-

ment differential Huffman coding for sparse data along discontinu-

ities.

o The integration algorithm can be developed by incorporating a more

sophisticated multiscaie edge tracking algorithm. The edge link-

ing and search processes can be realized not oniy between adjacent

scales, but also between all multiscale edge images.

l.T.U. Institute of Science and Technology, Control and Computer Engineering
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